
ADVANCING THE 
INTERNET OF THINGS

> Turning Back the Clock

> IT Project Failures: 
What Management Can Learn

APRIL 2016 www.computer.org

Also in this issue:



Sponsored by:  The Institute of Electrical and 
Electronics Engineers 

 IEEE Computer Society 

In Cooperation 
with: IEICE Communications Society IEICE Information and Systems Society International Federation for Information 

Processing
International Federation of 
Automatic Control

Object Management Group

Supported by: Chulalongkorn University (CU) Thai-Nichi Institute of Technology (TNI) Thailand Convention and Exhibition Bureau 
(TCEB)

Honorary Chairs 
Bundhit Eua-arporn, Chulalongkorn Univ. Thailand 
Bundhit Rojarayanon, TNI, Thailand  
Katsuhiko Shirai, Open University of Japan, Japan  

General Chair 
Jitkasem Ngamnil. Mahanakorn Univ., Thailand

Program Co-Chairs 
Thavatchai Tayjasanant, Chulalongkorn Univ., Thailand  
Yinong Chen, Arizona State Univ., USA 
Xiaodong Lu, ENRI, Japan 
Leo van Moergestel, Hogeschool Utrecht, Netherlands 

Program Committee  
Farokh B. Bastani, University of Texas-Dallas, USA 
Renée Bryce, University of North Texas, USA 
Ing-Ray Chen, Virginia Polytechnic Institute and State Univ., USA 
Bruce C. Fan, Google, USA 
Yan Luo, University of Massachusetts Lowell, USA 
Khalid Mahmood, Oakland University, USA 
Carlos Perez, Bank of Mexico, Mexico, 
Wei-Tek Tsai, Arizona State University, USA 
I-Ling Yen, University of Texas-Dallas 
Weider Yu, San José State University, USA 
Robbert van Renesse, Cornell University USA 
Alfonso Fuggeta, CEFRIEL, Italy 
John-Jules Meyer, Utrecht University, The Netherlands 
Erik Puik, Utrecht University of Applied Sciences, The Netherlands 
Ingo Schwab, Karlsruhe University of Applied Sciences, Germany 
Egons Lavendelis, Riga Technical University, Latvia 
Vadim Ermolayev, Zaporozhye National University, Ukraine 
Michael Klafft, Jade University of Applied Sciences, Germany 
Minna Lanz, Tampere University of Technology, Finland  
Cees Witteveen, Delft Univ. of Tech., The Netherlands 
Jie Xu, Leeds University, UK 
Helen Karatza, Aristotle University of Thessaloniki, Greece 
Masaki Aida, Tokyo Metropolitan University, Japan 
Chisa Takano, Hiroshima City University, Japan 
Atsushi Ito, Utsunomiya University, Japan 
Hiroaki Morino, Shibaura Institute of Technology, Japan 
Tadashi Koga, Electronic Navigation Research Institute, Japan 
Takashi Kunifuji, East Japan Railway Company, Japan 
Yuichi Yagawa, Hitachi, Japan 
Xiaoying Bai,, Tsinghua University, China 
Yingxu Lai, Beijing University of Technology, China 
Qingguo Zhou, Lanzhou University, China 
Fan Wei, Xi'an Shiyou University, China 
Anthony Y. H. Liao, Asia Univ., Taiwan 
NaKorn Chantasorn, NSTDA, Thailand 
Pramual Suteecharuwat, Chulalongkorn Univ., Thailand 
Pornphisud Mongkhonvanit, Siam Technological College, Thailand  
Kamol Kaemarungsi, NECTEC, Thailand 
Suvit Nakpeerayuth, Chulalongkorn Univ., Thailand 
Warakorn Srichavengsup, TNI, Thailand 

Steering Committee  
Kinji Mori, Waseda Univ., Japan (Chair) 
Farokh B. Bastani, Univ. of Texas-Dallas, USA 
Yinong Chen, Arizona State Univ., USA 
Masaki Ogata, JR East, Japan 
Radu Popescu-Zeletin, Technical Univ. Berlin, Germany 
Richard Mark Soley, OMG, USA 
Jeffrey Tsai, Asia University, Taiwan 

Local Arrangement Chair 
Vidhya Rugpong, EGAT, Thailand 

Finance Chair 
Kanchana Miskate, MEA, Thailand 

Publicity / Registration Committee Chair 
Rujipan Sampanna, Bangkok Univ., Thailand 

Publication Committee Chair  
Veerapon Vateekul, Chulalongkorn Univ., Thailan 

Secretary Generals 
Yuri Kawakami, Waseda Univ., Japan 
Titichaya Thanamitsomboon, TNI, Thailand  

March 22 - 24, 2017      Bangkok, Thailand 
 

http://ieeethailand.org/isads2017.php 

Scope
Opportunities and challenges for implementing highly complex, efficient, and dependable business and control systems 
have been steadily increasing, driven by the continuous growth in the power, intelligence, adaptiveness and openness of 
technologies and standards applied in computing, communication and control systems. Dynamically changing social and 
economic situations demand the next-generation of systems to be based on adaptive, reusable, and internet and 
Web-enabled technologies and applications. Such systems are expected to have the characteristics of living systems 
composed of largely autonomous and decentralized components. Such systems are called Autonomous Decentralized 
Systems (ADS). The International Symposium on Autonomous Decentralized Systems (ISADS) has been the premier 
events in the past twenty-six years to have successfully addressed these challenges. The 13th ISADS 2017 will continue to 
focus on the advancements and innovations in ADS concepts, technologies, applications strategic issues, and other 
related topics. The special topic for ISADS 2017 is “Technology and Business Innovation through Structure Change of 
Society and Life”.  We invite research papers, workshop proposals, panel proposals, and student papers on, but not 
limited to, the following topics: 

 Internet of Things, cyber-physical systems, reactive systems, distributed embedded systems 
 Industry 4.0, and autonomous robotics and transportation 
 Ad-hoc networks, sensor networks, advanced network infrastructures and internetworking 
 Architecture-driven and model-driven development of distributed applications  
 Assurance, fault tolerance, on-line expansion, on-line-maintenance, and resilience 
 Autonomous and decentralized services, including service architecture, protocols, and collaboration 
 Cloud computing and big data analysis 
 Distributed and collaborative development, test and maintenance, and development infrastructure of high-quality 

software systems, cloud computing, and service-oriented architecture 
 Heterogeneous distributed information / control systems, mobile agent / computer-supported cooperative works 
 Modeling and simulation of autonomous services and service-oriented application composition 
 Network and system security and safety 
 Autonomous Decentralized System Applications in smart grids 
 Autonomous Decentralized System Applications in railway engineering 
 Novel applications, including e-business, e-commerce and e-government; telecommunications; information service 

systems; manufacturing systems; real-time event management; office automation; traffic and transportation control; 
supply chains; environmental/emergency protection; networked health and medical systems; intelligent home control; 
embedded systems for automotive and avionics applications 

Information for Authors  
Papers should describe original work and be of 6 to 8 pages in IEEE double-column conference paper format. Workshop 
paper should be of length 5 to 6 pages. Papers should include: title, authors, affiliations, 150-word abstract and list of 
keywords. Please identify the contact author clearly, including name, position, mailing address, telephone and fax 
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SPOTLIGHT ON TRANSACTIONS

C O M P U T E R   0 0 1 8 - 9 1 6 2 / 1 5 / $ 3 1 . 0 0  ©  2 0 1 5  I E E E  P U B L I S H E D  B Y  T H E  I E E E  C O M P U T E R  S O C I E T Y    M A R C H  2 0 1 6  5

Using 2D Maps  
for 3D Localization
Leila De Floriani, University of Genoa

This installment highlighting the work published in 

IEEE Computer Society journals comes from

IEEE Transactions on Visualization and Computer Graphics.

 

Today’s smartphones and tab- 
lets allow augmented reality 
at consumer prices by super-
imposing information reg-

istered onto the device’s live video 
preview. However, despite augmented 
reality’s promise—and attention from 
Google, Microsoft, and other major 
technology providers—it’s still not 
widely used.

One obstacle to widespread adop-
tion is the lack of outdoor localization 
technology that can operate with rea-
sonable resources. The mobile devices 
themselves are inexpensive. How-
ever, outdoor localization that scales 
to large areas, such as an entire city, 
typically requires access to costly  
infrastructures. First, a detailed 3D re-
construction of the environment must 
be captured and stored in a database. 
Second, a computationally expensive 

image-matching process from the live 
video image to the database must be 
run to determine the device’s location. 
Computation can be pushed to the 
cloud, but not without adding network 
latency that hurts real-time processing.

In “Instant Outdoor Localization 
and SLAM Initialization from 2.5D 
Maps” (IEEE Trans. Visualization and 
Computer Graphics, vol. 21, no. 11, 2015, 
pp. 1309–1318), Clemens Arth and his 
coauthors propose an alternative ap-
proach to outdoor localization that 
works instantaneously, using only the 
video image, the device sensors (such 
as GPS and compass), and public Open-
StreetMap (www.openstreetmap.org)  
data. The map data, consisting of 
building outlines and roof height, is 
freely available for most cities.

Arth and his coauthors began with 
a rough location estimate from the  

device sensors and walked through a 
series of steps to match the vertical and 
horizontal lines delineating facades in 
the video image with a 3D projection 
of the buildings described in the map 
data (see Figure 1). With this minimal 
information, they were able to obtain a 
localization that was nearly as accurate 
as that achieved with state-of-the-art 
image-matching methods.

This approach represents a sig-
nificant step toward making 
outdoor localization on mo-

bile devices practical, and expen-
sive, citywide 3D reconstruction 
optional. The required map data is  
already available and has lightweight 
storage requirements. Because fewer 
database items are involved than 
when 3D reconstructions are used, 
computation can be optimized to op-
erate on low-powered mobile devices 
that potential users already own.  

 (a)  (b)  (c)  (d)

Figure 1. Instant outdoor localization that uses only the video image, device sensors, and OpenStreetMap data. (a) User with a 
mobile device. (b) OpenStreetMap data. (c) Refining the estimated location from raw GPS data (blue) toward the observed building 
outlines (green). (d) Presenting augmentations registered in 3D.

LEILA DE FLORIANI is a professor of 
computer science at the University 
of Genoa and an adjunct profes-
sor at the University of Maryland, 
College Park. Contact her at 
ldf4tvcg@ umiacs.umd.edu.

See www.computer.org 
/computer-multimedia  
for multimedia content 
related to this article.
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The IEEE Computer 
Society’s lineup of 13 
peer-reviewed technical 

magazines covers cutting-edge 
topics ranging from software 
design and computer graphics 
to Internet computing and secu-
rity, from scientifi c applications 
and machine intelligence to 
cloud migration and microchip 
manufacturing. Here are high-
lights from recent issues.

Computer

Computer’s March 2016 special 
issue explores communications 
and privacy under surveil-
lance, which has become an 
increasing concern as technol-
ogy advances have made elec-
tronic snooping easier and more 
eff ective.

IEEE Software

Software engineering for big-
data systems is complex and 
faces challenges including per-
vasive distribution, write-heavy 
workloads, variable request 
loads, computation-intensive 
analytics, and the need to pro-
vide high availability. IEEE Soft-
ware’s March/April 2016 special 
issue examines several facets of 
this complicated puzzle.

IEEE Internet Computing

IEEE Internet Computing’s March/
April 2016 issue looks at what’s 
on the horizon for tomorrow’s 
Internet. Representing a bal-
ance of emerging and maturing 
technologies and applications, 
the articles showcase a mix of 

research with broad coverage in 
information privacy, cloud com-
puting, service-oriented com-
puting, internetworking, and 
social-network analysis.

Computing in Science & 
Engineering

CiSE’s March/April 2016 spe-
cial issue includes fi ve of the 
best papers from the RESPECT 
(Research on Equity and Sus-
tained Participation in Engi-
neering, Computing, and 
Technology) 2015 conference. 
The articles are part one of a two-
part series addressing research 
on broadening participation in 
computing at all levels of educa-
tion, focusing on gender, race, 
and ethnic diversity.

IEEE Security & Privacy

Vulnerabilities, whether delib-
erate backdoor access mecha-
nisms or accidental fl aws, make 
us all less secure. Getting secu-
rity right is harder than it looks, 
and the best chance to do this 
is to make the cryptography

Magazine 
Roundup
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as simple and public as possible, 
noted Bruce Schneier in “Cryptog-
raphy Is Harder than It Looks,” 
from S&P ’s January/February 
2016 issue.

IEEE Cloud Computing

With cloud computing emerg-
ing as one of the enterprise’s key 
enabling technologies, a funda-
mental challenge becomes simply 
understanding complex cloud 
architectures, how they work, and 
the value they can bring. “Under-
standing Complex Cloud Patterns,” 
from IEEE Cloud Computing’s Janu-
ary/February 2016 special issue, 
helps readers choose from among 
the available architectures.

IEEE Computer Graphics and 
Applications

Many countries’ economic ad- 
vances are due to technological 
developments, which often rely on 
informatics that encompass data, 
knowledge, information systems, 
and information and communica-
tion technologies. Visual comput-
ing plays an important role in this 
process, as highlighted by CG&A’s 
March/April 2016 special issue on 
visual computing and the prog-
ress of developing countries.

IEEE Intelligent Systems

IEEE Intelligent Systems’ March/
April 2016 special issue discusses 
improvements in pattern recogni-
tion theory and applications, par-
ticularly those involving pattern 
classifi cation and image analysis. 
The articles in part one of this 

series address subjects such as 
image feature representation and 
contextual pattern analysis.

IEEE MultiMedia

In a world of big data, some-
times having the right amount of 
small data at the right time can 
pack a powerful punch, a con-
cept explored in “Small Data, Big 
Impact,” which appears in IEEE 
MultiMedia’s January–March 2016 
issue. The authors present their 
research project in this area, its 
multistage design process, and 
their lessons learned.

IEEE Annals of the History of 
Computing

Most doctors’ offi  ces have com-
puters, but little communication is 
taking place among the machines. 
“Ask Your Doctor … About Com-
puters,” from IEEE Annals’ Janu-
ary–March 2016 issue, surveys 
eff orts to introduce computer-
ized, centralized, and portable 
electronic health record-keeping 
systems in the US and explains 
why they have been largely 
unsuccessful.

IEEE Pervasive Computing

The pervasive computing and 
Internet of Things communities
examine similar problems and 
face similar challenges. “Perva-
sive Computing and the Internet 
of Things,” which appears in IEEE 
Pervasive Computing’s January–
March 2016 issue, encourages the 
two communities to work together 
to achieve common goals.

IT Professional

Since its founding, NASA has led 
the US government’s exploration 
of space, and its advances have 
benefi ted both government and 
the private sector. Because NASA 
has unique requirements for data 
collection and analysis, it has been 
on the leading edge of many data, 
computational science, and other 
innovations, notes “Really, Really 
Big Data: NASA at the Forefront 
of Analytics,” from IT Pro’s Janu-
ary/February 2016 issue.

IEEE Micro

Computing in large-scale systems 
is shifting from the traditional 
compute-centric model to a data-
centric one. This trend is being 
driven by today’s large data vol-
umes and the loss of performance 
and energy effi  ciency caused by 
the typical approach of moving 
data to the locations where com-
putations are performed. Near-
data processing―the topic of 
IEEE Micro’s January/February 
2016 special issue―solves this 
problem by moving the computa-
tion to the data.

Computing Now

The Computing Now website 
(http://computingnow.computer
.org) features up-to-the-minute 
computing news and blogs, along 
with articles ranging from peer-
reviewed research to opinion pieces 
by industry leaders. 

Selected CS articles and columns 
are also available for free at http://
ComputingNow.computer.org.
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I n the technology revolution that is the Internet 
of Things (IoT), everyday objects―such 
as thermostats, cars, consumer-electronic 

devices, home appliances, factory equipment, 
vending machines, and building-security 
products―have embedded Internet connectivity. 
This allows them to send and receive data, and 
communicate with one another or with centralized 
control systems.

The IoT lets systems remotely and auto-
matically both sense and control objects across 
the Internet, integrating the physical world into 
computer-based systems and promising greater 
effi  ciency, accuracy, and cost savings.

However, the IoT also faces several signifi cant 
challenges, including security, privacy, scalability, 
design complexity, and concerns about safety 
resulting from the lack of human control over 
systems. This ComputingEdge issue examines the 
IoT’s technology, opportunities, and challenges.

Developers must consider the dependencies 
implicit in their IoT designs, factoring in the 
resilience needed to keep the infrastructure 
operational, according to Internet pioneer Vinton 
Cerf in IEEE Internet Computing’s “Dependencies.”

A major threat to the IoT’s eff ectiveness is its 
lack of architecture standards and connectivity. 
IEEE Software’s “Reference Architectures for the 
Internet of Things” reviews recent IoT architecture 

evolution and what it means for industry-based 
projects.

Focusing on a particularly security-sensitive 
product―the garage-door opener―IEEE Security 
& Privacy’s “Garage Door Openers: An Internet of 
Things Case Study” investigates how IoT devices 
might be designed with security in mind. 

The author of IEEE Pervasive Computing’s 
“Pervasive Computing and the Internet of Things” 
encourages the pervasive computing and IoT 
communities to join forces because they share 
largely overlapping technical interests and goals.

ComputingEdge articles on other subjects 
include the following:

• IT Professional’s “IT Project Failures: What 
Management Can Learn” provides suggestions 
about how managers can use the lessons of 
projects gone wrong to ensure future success.

• In IEEE Pervasive Computing’s “Turning Back 
the Clock,” the author revisits pervasive 
computing’s burning issues from a decade ago 
and looks at where we stand on them today.
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Advancing the Internet of Things
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be a backup mechanical system — 
although for many use cases, this 
probably won’t be an alternative. 
The whole point of IoT, in many 
instances, is precisely the software’s 
flexibility.

Speaking of which, this draws 
our attention to one more depen-
dency: software has bugs and we 
need a way to update software 
safely. That is, to be assured the 
updates can happen and come from 
a trusted source. Many devices that 
are part of the IoT zoo might not 
have displays or other mechanical 
interfaces. Our mobiles and Blue-
tooth radios might be the only way 
to reach inside for control. Strong 
authentication methods will be 

attractive, to limit access and to 
assure that the updates come from 
recognized sources. Of course, any 
time we rely on strong authentica-
tion mechanisms we also inherit 
potential, if inadvertent, denial-of-
service situations if the authentica-
tion fails. “Sorry, your refrigerator 
update can’t be installed; you haven’t 
provided the proper access key. Too 
bad if your ice cream is melting.”

I don’t have a lot of answers for 
you here, but I hope readers who 

are involved in IoT will give seri-
ous thought to dependencies in the 
infrastructure needed to make them 
work. 

Vinton G. Cerf is vice president and chief 

Internet evangelist at Google, and past 

president of ACM. He’s widely known as 

one of the “fathers of the Internet.” He’s a 

fellow of IEEE and ACM. Contact him at 

vgcerf@gmail.com.

Selected CS articles and columns 
are also available for free at http:// 
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A couple of years ago at a Marconi Sympo-
sium (www.marconisociety.org) I was lec-
turing about information infrastructure in 

San Diego. During this lecture, I mentioned that 
as dependent as we are on communication tech-
nology, we’re even more dependent on electric-
ity. A few hours later, all of the power went out 
in San Diego and beyond for a couple of days. 
After the power finally came back on, I got an 
email from one of the attendees saying, “You 
didn’t have to do that to make your point!”

The fact is, we’re incredibly dependent on 
electricity and the things that use it. Last month, 
I wrote in a Communications of the ACM col-
umn (“Cerf’s Up”) about my personal dependency 
on hearing aid batteries (see http://cacm.acm.
org/magazines/2015/5/186028-cascade-failure/ 
fulltext). These expensive devices are worthless 
if I can’t get batteries for them. Readers are surely 
familiar with the proverb “For Want of a Nail.”

Technological progress seems to weave its 
own Web of dependencies and sometimes we 
don’t think enough about the implications. For 
electricity, battery backup and generators are 
becoming more common. Elon Musk recently 
announced a product line of home battery back-
ups that complement the batteries that run his 
now-famous Tesla automobile, for example. In 
fact, we can imagine that power generation will 
become more distributed, making us less depen-
dent on central power generation and wired dis-
tribution and more dependent on solar or other 
renewable power-generation options. This is a 
complex area and it isn’t easy to get it right.

In Hawaii, for example, it’s increasingly 
common for homes to install solar power arrays 
and sell power back to the electric companies. 
The companies must make investments in new 
power management equipment and facilities, 
however, and this costs money that they can’t 

afford if they’re buying power from residents 
who are paying them less and less. Getting the 
incentives and business models right is part of 
the optimization picture.

Thus, incentives form an interesting part 
of an equation that balances dependencies and 
backup. I think the same concerns may arise as 
the Internet of Things (IoT) becomes a more com-
mon reality. We have many aspirations arising 
from the introduction of software and commu-
nication into ordinary appliances. Already we 
see one form of this dependency in the program-
mable chips that run automobile engines and 
other functions now common in automobiles. If 
the software is inaccessible to all but certified 
maintenance staff, the long-term prospects for 
maintaining these vehicles may diminish. We 
can appreciate that access to this software needs 
to be constrained—you don’t want hackers to 
modify your automobile controls to create haz-
ardous conditions or deliberately cause damage. 
At the same time, we can imagine automobiles 
and appliances rendered useless, despite their 
cost, if the software can’t be accessed for repair. 
“Sorry, we no longer support the 2023 version of 
the operating system on your Phlogiston Phan-
tasy. Too bad if it’s stuck in the garage.”

As the IoT ecosystem evolves, it seems 
important to ask questions about the dependen-
cies implicit in the design and resilience of the 
infrastructure needed to keep them operating. 
We can also ask what happens when they’re pre-
vented from operating because of their depen-
dency on electrical power, the Internet, mobile 
phones, and so on.

The same questions have no doubt been asked 
about “fly-by-wire” designs, and usually the 
answer is redundancy. Another kind of answer 
might be rapid recovery, and  redeployment of 
equipment and facilities. A third answer might 
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The Internet of Things (IoT) is about innovative functionality 
and better productivity by seamlessly connecting devices. 
But a major threat is the lack of architecture standards for the 
industrial Internet and connectivity in the IoT. Here, Michael 
Weyrich and I review recent IoT architecture evolution and what 
it means for industry projects. I look forward to hearing from both 
readers and prospective column authors. —Christof Ebert

IMAGINE BEING the engineering head 
of an automotive-engine manufacturer. 
Having been making engines over the 
past decades, your company knows them 
inside and out. But engines are chang-
ing quickly—too fast for many in your 
company, be it in manufacturing, repair, 
or service. First, embedded electronics 
made your engines anything but me-
chanical. Then, the engines became in-
creasingly connected to other electronic 
systems in the car. Suddenly there is an 
explosion of technological opportunities 
and challenges. You need a device cloud 
for different confi gurations and their 
updates, integration and test capabili-
ties to handle the state explosion of your 
systems, security skills to keep the ma-
chines in a defi ned mode and thus safe 
for the public, new tablet applications 
for diagnosis and repair, connectivity 
to enterprise-resource-planning systems, 
and big-data analytics to support engi-
neering and maintenance throughout the 
life cycle.

The upside is obvious. Knowing typi-
cal user needs and orchestrating them in 
the products and workfl ows in real time 
creates a wealth of value:

• Flexibility. Products can autono-
mously adapt to usage scenarios 
such as assisted living, intelligent 
buildings, smart transportation, en-
ergy, healthcare, transportation, or 
entire supply chains.

• Usability. Even complex products 
can be operated more easily, thus 
improving the user experience while 
mitigating hazards.

• Productivity. Service extends toward 
predictive maintenance and proac-
tive enhancements, improving up-
time and thus productivity.

The Internet of Things (IoT) will 
boost a tremendous amount of innova-
tion, effi ciency, and quality. Connect-
ing production, medical, automotive, or 
transportation systems with IT systems 
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and business-critical information will 
provide tremendous value to organi-
zations. Major IT companies such 
as Cisco and SAP have predicted bil-
lions of networked devices and a uni-
verse of IT-based business services, 
with expectations of a trillion-dollar 
business.1,2

But who in your company under-
stands the combined software and 
IT needs and necessary architectures 
and technology stack? Not many. 
Business leaders know the value 
chain but don’t bother about tech-
nology. Manufacturing shies away 
when confronted with software tech-
nology. IT departments tend to over-
look in their big and distant perspec-
tive that there are real products and 
customers. Engineering departments 
focus on system development and 
embedded electronics, and consider 
IT one of those big things that never 
work as expected. IoT architecture 
and modeling solutions must con-
nect heterogeneous communities to 
understand and work together.

Software engineering for the IoT 
poses challenges in light of new ap-
plications, devices, and services. 
Mobility, user-centric development, 
smart devices, e-services, ambient 
environments, e-health, and wear-
able or even implantable devices 
pose specifi c challenges for specify-
ing software requirements and devel-
oping reliable, safe software. Specifi c 
software interfaces, agile organiza-
tion, and software dependability 
require particular approaches for 
security, maintainability, and sus-
tainability. Reference architectures 
for the IoT aim to help developers 
meet these challenges.

A Brief History of the IoT
The term “Internet of Things” was 
fi rst used in 1999 by Kevin Ashton, 
who worked on a standard for tag-

ging objects using RFID for logistics 
applications. However, the idea of 
ubiquitous computing goes back to 
the late 1980s. Since then, research-
ers have worked on many systems fo-
cusing on tags and sensor networks, 
middleware and cloud technologies, 
and communication networks.

A highly visible milestone was 
reached when the Internet Engineer-
ing Task Force released IPv6, the 
protocol that enables the IoT. Re-
cently, the IoT has received a boost 
from commercial engagement and 
work on reference architectures 
driven by the major industries:

• Google has announced Brillo as 
an OS for IoT devices in smart 
homes.

• Devices are commercially avail-
able for machine-to-machine 
(M2M) communication stan-
dards such as Bluetooth, ZigBee, 
IPC Global’s standards, and low-
power Wi-Fi.

• Microsoft has announced that 
Windows 10 will support em-
bedded systems for widespread 
microcontrollers such as Rasp-
berry Pi 2.

• Samsung and other companies 
have announced a new genera-
tion of chips for smart devices.

• Many implementation reports 
have described networked micro-
controllers serving as hubs for 
sensors, actuators, and tagging.

Two alternative names are used 
for the IoT: Industrial Internet in 
North America and Industry 4.0 
in Europe. However, the preferred 
name seems to be the Internet of 
Things.

IoT Architecture and 
Model Evolution
So far, IoT applications have been 
based on fragmented software imple-
mentations for specifi c systems and 
use cases. The big need for reference 
architectures in industry has become 
tangible with the fast-growing num-
ber of initiatives working toward 
standardized architectures. These 
initiatives aim to facilitate interop-
erability, simplify development, and 
ease implementation. Table 1 gives a 
brief overview of them.

For example, the Reference Ar-
chitecture Model Industrie 4.0 
(RAMI 4.0) goes beyond the IoT, 
adding manufacturing and logis-
tics details. The Industrial Internet 

Reference Architecture (IIRA) has 
a strong industry focus. The Inter-
net of Things—Architecture (IoT-A) 
provides a detailed view of the IoT’s 
information technology aspects. Ma-
jor standardization is happening in 
M2M communication, employing 
effi cient, scalable, and secure com-
munication stacks. This standard-
ization is based on a modifi ed Open 
Systems Interconnection (OSI) stack 
and proposes specifi cations for the 

The IoT has become the major 
disruptive technology changing 
software—and society. 
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 1 Internet of Things (IoT) reference architectures are evolving  
in close collaboration between research and industry.

Category Initiative Description Status URL

IoT 
reference 
architecture 
models

Reference 
Architecture Model 
Industrie 4.0 (RAMI 
4.0)

A reference architecture for smart 
factories dedicated to IoT standards, 
which started in Germany and today 
is driven by all major companies and 
foundations in the relevant industry 
sectors.

Version 1 as of July 
2015

www.zvei.org/en 
/association/specialist 
-divisions/automation 
/Pages/default.aspx

Industrial Internet 
Reference 
Architecture (IIRA)

The Industrial Internet Consortium 
(founded by AT&T, Cisco, General 
Electric, IBM, and Intel) has 
delivered a reference architecture 
for broader consideration and 
discussion.

Version 1.7 as of 
June 2015

www.iiconsortium.org

Internet of Things—
Architecture (IoT-A)

The IoT-A delivered a detailed 
architecture and model from 
the functional and information 
perspectives. The project also 
performed a detailed analysis of 
system requirements.

The final 
architectural 
reference model 
for the IoT v.3.0 as 
of July 2013

www.iot-a.eu/public 
/public-documents/d1.5 
/view

Standard for an 
Architectural 
Framework for the 
Internet of Things (IoT)

The IEEE P2413 project has 
a working group on the IoT’s 
architectural framework, 
highlighting protection, security, 
privacy, and safety issues.

An ongoing activity, 
with no white 
papers or defining 
documents as of 
Sept. 2015

https://standards.ieee 
.org/develop/project 
/2413.html

Arrowhead 
Framework

This initiative enables collaborative 
automation by open-networked 
embedded devices. It’s a major EU 
project to deliver best practices for 
cooperative automation.

Ongoing updates 
and release of 
material by spring 
2016

www.arrowhead.eu

Machine-
to-machine 
(M2M) 
standards 
relevant to 
the IoT

European 
Telecommunications 
Standards Institute 
Technical Committee 
(ETSI TC) for M2M

The TC provides IoT communication 
standards.

Various available 
standards and 
drafts

www.etsi.org 
/technologies-clusters 
/technologies/m2m

International 
Telecommunication 
Union 
Telecommunication 
Standardization 
Sector (ITU-T)

The ITU-T has coordination 
activities on aspects of 
identification systems for M2M.

Various available 
standards and 
drafts

www.itu.int/en/Pages 
/default.aspx

Further 
activities

European Research 
Cluster on the Internet 
of Things (IREC)

The IREC is involved in many IoT-
related issues, including connected 
objects, the Web of things, and the 
future of the Internet.

Ongoing updates www.internet-of-things 
-research.eu

Smart Appliances 
(SMART) study

This EU-funded study focused 
on semantic assets for smart-
appliance interoperability.

Smart-appliance 
reference ontology 
definition as of 
Mar. 2015

https://sites.google 
.com/site 
/smartappliancesproject 
/home or http://ontology 
.tno.nl/saref



www.computer.org/computingedge� 15

SOFTWARE TECHNOLOGY

 JANUARY/FEBRUARY 2016  |  IEEE SOFTWARE  115

data link, adaptation, network, and 
transport layers.

What Are Reference 
Architectures About?
Identifying and structuring an ar-
chitecture or model is a long, te-
dious process with much negotiation 
to abstract from specific needs and 
technologies. Such a reference can 
serve as an overall, generic guide-
line; not all domain applications 
will require each detail for real-life 
implementation.

Nevertheless, the requirements 
are easy to grasp:

• Connectivity and communica-
tions are important. This might 
involve one-to-one connectivity 
(unicast) or data collection and 
information dissemination to 
multiple partners (multicast and 
anycast).

• Device management must pro-
vide solutions once a device is 
added or a device configuration 
changes and must be propagated 
to other devices.

• Data collection, analysis, and ac-
tuation are relevant for extract-
ing information and knowledge 
for offering services.

• Scalability is important to han-
dle increased processing volumes 
for different installation sizes.

• Security features are necessary 
to provide trust and privacy and 
are required for all aspects of 
the IoT.

An IoT reference architecture 
handles those requirements and 
forms a superset of functionalities, 
information structures, and mecha-
nisms. Additional consideration of 
entities and their interaction leads 
to a reference model. Such a model 
integrates aspects of the related enti-

ties such as human users, device im-
plementations, and server structures 
and provides a more complete view 
of, or templates for, the overall setup 
and its domain implementation. 
Both the architecture and model 
help describe and map technologies 
to business cases.

Available Architectures
Two major architectures are avail-
able: the IoT-A and IIRA. Both ar-
chitecture proposals have been 
thoroughly prepared, but the IoT-A 
has been described in detail and 
extended. Since its 2012 launch, it 
has been synchronized with the IoT 
community and incorporates mul-
tiple views. In contrast, the IIRA 
still aims for feedback and further 
detailing.

We now compare these archi-
tectures regarding their capabili-
ties and layers according to three 
perspectives.3

The first perspective is seman-
tic orientation—the interpretation 
of data and information to cre-
ate knowledge for business cases. 
The IoT-A concentrates on the ge-
neric aspects of informatics instead 
of the application facets of seman-
tics. In contrast, the IIRA focuses 
on the functionality of the industry 
domain, such as business, opera-
tions (prognostics, monitoring, op-
timization, and so on), information 
(analytics and data), and application 
(UIs, APIs, logic, and rules). RAMI 
4.0, which is domain specific, ex-
tends the view of the IIRA toward 
the life cycle and value streams of 
manufacturing applications.4 In par-
ticular, it enhances the functional-
layer structure by two dimensions—
the life cycle and value stream—as 
well as by hierarchy levels (for fur-
ther details, see International Elec-
trotechnical Commission [IEC] stan-

dards 62890, 62264, and 61512).
The second perspective is Inter-

net orientation and has two aspects. 
The first is middleware for service 
support and data management in 
the cloud and servers. The IoT-A ex-
tensively covers the modeling and 
structuring of IoT business process 
management, virtual entities, IoT 
services, and cross-service organiza-
tion from the functional, informa-
tion, and domain viewpoints, in an 
abstract manner. Cloud aspects, in 
the sense of the server-side architec-
ture and its management, are defined 
by the implementation. The same ap-
plies to agents and code on domain-
specific devices. The IIRA also fo-
cuses on these aspects but remains 
closer to business and use cases.

The second aspect is network-
ing, transport, and data links. Both 
architectures briefly regard these 
things but refer mostly to M2M 
communication to cover the OSI 
stack’s lower layers. For instance, 
the network layer could be imple-
mented by IPv6, whereas network 
and transport could be based on 
UDP (User Datagram Prototcol) and 
CoAP (Constrained Application Pro-
tocol). Alternative realizations might 
employ the lightweight protocol 
MQTT, which could be used on top 
of TCP/IP instead of HTTP.

The third perspective is things 
orientation, which centers on as-
sets such as sensors, actuators, and 
tags, which are crucial in both the 
IoT-A and IIRA. This is the classic 
approach for the automation indus-
try, which tries to define bottom-up 
a reference around tangible objects 
and their individual data sources 
and information needs.

Both architectures have man-
agement and security mechanisms 
across all layers. The architecture 
proposals help define and explain 
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 1 Internet of Things (IoT) reference architectures are evolving  
in close collaboration between research and industry.

Category Initiative Description Status URL

IoT 
reference 
architecture 
models

Reference 
Architecture Model 
Industrie 4.0 (RAMI 
4.0)

A reference architecture for smart 
factories dedicated to IoT standards, 
which started in Germany and today 
is driven by all major companies and 
foundations in the relevant industry 
sectors.

Version 1 as of July 
2015

www.zvei.org/en 
/association/specialist 
-divisions/automation 
/Pages/default.aspx

Industrial Internet 
Reference 
Architecture (IIRA)

The Industrial Internet Consortium 
(founded by AT&T, Cisco, General 
Electric, IBM, and Intel) has 
delivered a reference architecture 
for broader consideration and 
discussion.

Version 1.7 as of 
June 2015

www.iiconsortium.org

Internet of Things—
Architecture (IoT-A)

The IoT-A delivered a detailed 
architecture and model from 
the functional and information 
perspectives. The project also 
performed a detailed analysis of 
system requirements.

The final 
architectural 
reference model 
for the IoT v.3.0 as 
of July 2013

www.iot-a.eu/public 
/public-documents/d1.5 
/view

Standard for an 
Architectural 
Framework for the 
Internet of Things (IoT)

The IEEE P2413 project has 
a working group on the IoT’s 
architectural framework, 
highlighting protection, security, 
privacy, and safety issues.

An ongoing activity, 
with no white 
papers or defining 
documents as of 
Sept. 2015

https://standards.ieee 
.org/develop/project 
/2413.html

Arrowhead 
Framework

This initiative enables collaborative 
automation by open-networked 
embedded devices. It’s a major EU 
project to deliver best practices for 
cooperative automation.

Ongoing updates 
and release of 
material by spring 
2016

www.arrowhead.eu

Machine-
to-machine 
(M2M) 
standards 
relevant to 
the IoT

European 
Telecommunications 
Standards Institute 
Technical Committee 
(ETSI TC) for M2M

The TC provides IoT communication 
standards.

Various available 
standards and 
drafts

www.etsi.org 
/technologies-clusters 
/technologies/m2m

International 
Telecommunication 
Union 
Telecommunication 
Standardization 
Sector (ITU-T)

The ITU-T has coordination 
activities on aspects of 
identification systems for M2M.

Various available 
standards and 
drafts

www.itu.int/en/Pages 
/default.aspx

Further 
activities

European Research 
Cluster on the Internet 
of Things (IREC)

The IREC is involved in many IoT-
related issues, including connected 
objects, the Web of things, and the 
future of the Internet.

Ongoing updates www.internet-of-things 
-research.eu

Smart Appliances 
(SMART) study

This EU-funded study focused 
on semantic assets for smart-
appliance interoperability.

Smart-appliance 
reference ontology 
definition as of 
Mar. 2015

https://sites.google 
.com/site 
/smartappliancesproject 
/home or http://ontology 
.tno.nl/saref
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the IoT’s overall structure. They pro-
vide descriptive models of how IoT 
devices and humans interact and 
process data, incorporating patterns 
of M2M communication standards. 
These models have different perspec-
tives and granularities in describing 
IoT. Table 2 shows the most recent 
architectural layers and protocols.

Deployment Hurdles
The IoT is rich in approaches, con-
cepts, and structures. Various initia-
tives have already delivered IoT mod-
els, architectures, and tools. However, 
a further convergence of approaches 
and industrial standards is required 
for simplification. This raises issues 
about the key IoT enablers.

One key enabler is efficient, secure 
communication. Many technologies 
exist to implement the communica-
tion stack. Low-power wireless net-
works that require little implementa-
tion effort are necessary, for which 
security is an important factor.

Device hardware suitable for im-
plementing the IoT is readily avail-
able. However, it’s questionable 
whether device-oriented, real-time 
networked OSs will ever exist for 
the different application domains 
or whether the diversity of real-time 
OSs will continue.

Logic controllers, cyclic or event-
based, have been extensively dis-
cussed and standardized. Typical use 
cases have been identified, and solu-
tions are available, which could be 
reconsidered and adopted for the IoT. 
Conversely, the industrial-automation 
community might profit from new de-
velopment kits for the IoT.

Finally, big-data analytics and the 
human–machine interface form the 
front end for users and are close to 
the business case. Owing to applica-
tions’ individual characteristics, not 
much standardization is available 
yet. However, a first step toward 
standardization could be semantic 
description. Standardized languages 
such as Vorto or Weave are impor-
tant to describe devices, parameters, 
user interfaces, and so on.

T he IoT has become the major 
disruptive technology chang-
ing software—and society. 

Businesses, cities, and even countries 
must now start on this networked 
digitization. But focusing only on 
networking isn’t enough. Network-
ing depends on the software that 
collects the information, and that 
software must be designed for the 
IoT’s unique needs. Now is the time 

for software and industry leaders to 
agree on standards and thus avoid 
systems that are crippled because 
they can’t talk with each other.
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 2 IoT architectural layers and protocols  
structured in three perspectives.

Perspective Application

Semantic oriented Service protocols such as OPC UA (OPC Unified Architecture), 
UPnP (Universal Plug and Play), DPWS (Devices Profile for Web 
Services), CoAP (Constrained Application Protocol), and EXI 
(Efficient XML Interchange).

Internet oriented Interconnectivity and protocol conversion based on UDP  
(User Datagram Protocol) vs. TCP with HTTP or MQTT.

Support for IPv4 or IPv6.

Things oriented A physical layer and data link layer with low-level communica-
tion protocols suitable for easy installation and maintenance.

Selected CS articles and columns 
are also available for free at  
http://ComputingNow.computer.org.

This article originally appeared in 
IEEE Software, vol. 33, no. 1, 2016.
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E arly last year, my garage door 
opener’s motor died. While 

researching potential replacement 
units, I focused on Chamberlain’s 
products because they had a reputa-
tion for high quality. Once I settled 
on a model, I noticed another option: 
for a little more money, Chamberlain 
would include the MyQ Internet 
Gateway, its new system for moni-
toring and controlling the opener via 
the Internet. Curiosity got the best of 
me, so I went for it.

After installing the opener, the 
MyQ languished in my closet for 
months. I loved the idea of getting an 
alert if I left my garage door open—
I can’t count the number of times 
I’ve turned around five minutes after 
leaving the house to double-check 
that it was closed—but I felt sure 
there would be a security flaw in the 
MyQ that would make me worse 
off. The emergence of the Internet 
of Things (IoT) has turned trusted, 
long-standing companies into unwit-
ting network attack vectors.1

But the MyQ is different from—
and more impactful than—other 
IoT devices: it controls access to my 
house. That got me thinking: What 
if I wanted to solve this problem 
from the ground up? How would I 
design an Internet-connected garage 
door opener (“IoT opener”) to be 
adequately secure? Is it possible?

The Ground Rules
First, I define “adequately secure” 
to mean no less secure than the tra-
ditional rolling-code garage door 

opener. Because that’s the system 
the MyQ is replacing, it seems like 
the right standard.

Second, due to space con-
straints, I focus only on design. The 
usual implementation caveats—for 
example, the need for well-written 
code and correct use of encryption 
libraries—still apply, but I won’t 
address them in detail.

Third, I assume the same basic 
set of features the MyQ offers: a 
user can open or close a garage door 
via the Internet from a smartphone 
or computer and receive emails or 
push notifications when the door’s 
status changes.

Standard Garage 
Door Openers
If the standard is the security of 
 rolling-code openers, we first need to 
understand how those openers work. 

The most popular rolling-
code implementation is a prod-
uct called KeeLoq, a lightweight 
block cipher that generates codes 
based on a cryptographic key 
and a counter (www.webcitation  
.org/6ZZYZpH2n). When a user 
syncs a remote control with a garage 
door opener, the remote control 
begins to generate the same codes, 
in the same order, as that opener. 
Thereafter, when a user pushes the 
“open” button, the remote control 
increments its counter, generates 
a new code, and broadcasts that 
code wirelessly. When the opener 
receives a code, it checks the code 
against the next 256 codes in its 
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queue. (Checking against so many 
possible codes helps ensure that the 
remote control and the opener don’t 
lose sync when a user presses the 
button outside the opener’s receiv-
ing range.) If the code is a match, 
the opener increments its counter 
to just above the matching code 
and opens the door. In addition to 
using remote controls, some users 
mount keypads in front of their 
garages that similarly sync with the 
openers; these keypads broadcast a 
code when a user correctly enters a 
numeric password.

The simplest way for attackers 
to open a rolling-code garage door 
opener is to sync it to a new remote 
control. Replacement remote con-
trols are available at just about any 
hardware store, and sync-
ing them requires only a 
few minutes alone in the 
garage. A similarly easy 
option is to go after the 
keypad by spying on the 
user, or deduce or brute-
force the code. A third 
option is a physical attack. 
Most openers include an emergency 
release rope just inside the door. If 
an attacker can slip a wire hanger 
above the door and latch onto that 
rope, a skilled tug can unlock the 
door. The final option for attacking 
traditional openers is to go after the 
rolling-code mechanism itself. Over 
the past decade, several researchers 
have developed methods to derive a 
KeeLoq key given access to a work-
ing, synced remote control.2–4 A 
simpler but less effective approach 
is to sniff a code over the air from 
a remote control by pushing the 
“open” button outside the opener’s 
range, and then using that code 
before the owner comes home (at 
which point, that code will expire).

All these attacks require close 
proximity to either the garage or the 
remote control and are sufficiently 
difficult that virtually all intruders 
prefer to break a window, force a 
door open, or pick a lock. But where 

are those intruders? Why aren’t they 
taking advantage of the universally 
weak security of modern suburban 
homes? As podcaster Roman Mars 
eloquently observed, “locks have 
become a social construct as much 
as they are a mechanical construct” 
(http://99percentinvisible.org 
/episode/perfect-security). Garage 
door openers only need to be secure 
enough to let passersby know we 
don’t want them to come in.

Openers and the 
Internet of Things
Exposing garage door openers to the 
Internet might make them such easy 
targets as to pose a real risk. What if 
an attacker could indiscriminately 
send open commands to any opener? 

What if every time an email account 
is hacked, the hacker is given a clear 
path to find the user’s home address 
and credentials to open that user’s 
garage? What if an attacker managed 
to download a whole database of user 
credentials for IoT openers? Any of 
these possibilities would make home 
intrusions so easy as to be inevitable. 
We’re starting to see this evolution 
with cars that use Bluetooth keys; it’s 
become so easy and cheap to break 
into some of them that insurers have 
started demanding additional secu-
rity measures.5 

But before I can delve deeper 
into how those types of attacks 
might happen on IoT openers, I 
must first address a key architec-
tural question: Will the opener 
authenticate and authorize the user, 
or will a cloud service do so on the 
opener’s behalf? When I bought the 
MyQ, I hoped it would be the for-
mer, as I had grand plans for putting 

the opener on its own private vir-
tual LAN and having my wife use a 
virtual private network to reach it, 
because who would trust a garage 
door opener company with network 
access control? But I was naive. 

The IoT industry has clearly 
decided that having a central ser-
vice act as a clearinghouse for 
authentication, authorization, and 
commands is a must, and it’s easy 
to see why: it frees them from hav-
ing to worry about configuring 
home routers, setting up dynamic 
DNS for when customers’ IP 
addresses change, or having access 
to all of a user’s relevant data when 
those inevitable tech support calls 
come in. The problem is that the 
cloud service opens another attack 

surface, and a big one: 
instead of having to hack 
a single IoT opener at a 
time, attackers can try 
to hack them all through 
the cloud service. It’s a 
single point of failure for 
authentication, integrity, 
and availability. Indeed, 

MyQ experienced an unplanned 
four-hour disruption in late April 
that affected all users, and I doubt it 
will be the last. 

Cloud Service 
Authentication 
Using a cloud service as a central 
hub isn’t the security decision I 
would have made, but it seems like 
such a foregone conclusion that 
I’ll treat it as an assumption for the 
remainder of this article. Authenti-
cation at both the cloud service and 
the opener is of paramount concern. 
The obvious way for the cloud ser-
vice to authenticate to the opener is 
with a certificate, but what happens 
when attackers compromise the 
private key behind that certificate? 
This could allow attackers to send 
arbitrary commands to any opener, 
or something much worse: if the 
certificate can be used to force over-
the-air software updates, attackers 
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E arly last year, my garage door 
opener’s motor died. While 

researching potential replacement 
units, I focused on Chamberlain’s 
products because they had a reputa-
tion for high quality. Once I settled 
on a model, I noticed another option: 
for a little more money, Chamberlain 
would include the MyQ Internet 
Gateway, its new system for moni-
toring and controlling the opener via 
the Internet. Curiosity got the best of 
me, so I went for it.

After installing the opener, the 
MyQ languished in my closet for 
months. I loved the idea of getting an 
alert if I left my garage door open—
I can’t count the number of times 
I’ve turned around five minutes after 
leaving the house to double-check 
that it was closed—but I felt sure 
there would be a security flaw in the 
MyQ that would make me worse 
off. The emergence of the Internet 
of Things (IoT) has turned trusted, 
long-standing companies into unwit-
ting network attack vectors.1

But the MyQ is different from—
and more impactful than—other 
IoT devices: it controls access to my 
house. That got me thinking: What 
if I wanted to solve this problem 
from the ground up? How would I 
design an Internet-connected garage 
door opener (“IoT opener”) to be 
adequately secure? Is it possible?

The Ground Rules
First, I define “adequately secure” 
to mean no less secure than the tra-
ditional rolling-code garage door 

opener. Because that’s the system 
the MyQ is replacing, it seems like 
the right standard.

Second, due to space con-
straints, I focus only on design. The 
usual implementation caveats—for 
example, the need for well-written 
code and correct use of encryption 
libraries—still apply, but I won’t 
address them in detail.

Third, I assume the same basic 
set of features the MyQ offers: a 
user can open or close a garage door 
via the Internet from a smartphone 
or computer and receive emails or 
push notifications when the door’s 
status changes.

Standard Garage 
Door Openers
If the standard is the security of 
 rolling-code openers, we first need to 
understand how those openers work. 

The most popular rolling-
code implementation is a prod-
uct called KeeLoq, a lightweight 
block cipher that generates codes 
based on a cryptographic key 
and a counter (www.webcitation  
.org/6ZZYZpH2n). When a user 
syncs a remote control with a garage 
door opener, the remote control 
begins to generate the same codes, 
in the same order, as that opener. 
Thereafter, when a user pushes the 
“open” button, the remote control 
increments its counter, generates 
a new code, and broadcasts that 
code wirelessly. When the opener 
receives a code, it checks the code 
against the next 256 codes in its 
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could gain control of the whole 
system. For this reason, software 
updates should be user initiated and 
openers should regularly check for 
certificate revocation.

Authentication at the cloud ser-
vice is more complicated. Perhaps 
the worst-case scenario is when 
attackers download the password 
database, as in the famous attacks 
on Sony’s PlayStation Network 
(www.cnet.com/news/playstation 
- n e t w o r k - s t i l l - o f f l i n e - a f t e r 
-suspected-attack) and LinkedIn 
(http://money.cnn.com/2012/06 
/06/technology/linkedin-password 
-hack). If the passwords aren’t suf-
ficiently complex to stymie brute-
force attacks or aren’t encoded by 
an adequate key derivation function 
(such as bcrypt), user account take-
over becomes trivial.

What about password reset, 
the issue behind attacks on count-
less celebrities’ email and Apple 
iCloud accounts? Google recently 
published research suggesting 
that security questions are insuf-
ficient to protect accounts.6 As of 
this writing, MyQ uses email for 

password reset, which, in this case, 
seems like a terrible idea: any time 
attackers hijack an email account, 
they can search for emails con-
taining the term “MyQ” to deter-
mine whether the user has a MyQ 
account, and then search for ship-
ping information to determine the 
user’s home address. Ironically, just 
about the only personal informa-
tion the MyQ website asked for 
was my home address, which is the 
information they should least want 
to have on file. This combination 
of information allows attackers to 
build databases of locations of vul-
nerable openers. 

An opener is actually an inter-
esting case from a password reset 
perspective in that it has an unusual 
security feature: it never moves. 
That means a user can’t lose it, and 
it would therefore be reasonable 
for Chamberlain to require users to 
electronically prove they have pos-
session of it (for example, the opener 
could display a code that rolls every 
few seconds). Such a feature would 
also help new homebuyers prove 
transfer of opener ownership.

Potential Security 
Improvements
The other side of this discussion 
is the security improvements net-
worked openers might offer. One 
improvement is two-factor authenti-
cation (2FA). Many of the problems 
outlined in this article can be miti-
gated by 2FA and, in a system that’s 
already so reliant on smartphones, 
users are already carrying the obvi-
ous second factor in their pockets. 
A second improvement is policy-
based access control. This can be 
useful in several ways:

 ■ allowing multiple user accounts 
to control the door, but only one 
to administer it;

 ■ allowing administration from spe-
cific devices only;

 ■ restricting certain accounts (such 
as caregiver or contractor) to 
operating the door only during 
business hours; and

 ■ creating time-limited guest ac-
counts.

These policies could be easy to 
administer through a Web interface. 
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Chamberlain Statement 

The following statement was sent to the author on 12 June 2015: 

Chamberlain built its MyQ technology—as we have all of our products for more than 40 years—on a foundation of safety and secu-
rity. We have an aggressive product roadmap that includes continuous security updates, including the feature recommendations 
noted in the IEEE [Security & Privacy] story. 

Specifically, Chamberlain will upgrade password requirements in the second half of this year [2015], and is looking at the best ways 
to implement two-factor authentication based on our user needs and their usage scenarios. We also plan to introduce multi-user 
access so that account administration details and log-in credentials are secure to only one account owner, while allowing garage 
door access to other users. This will include assigning different levels of permissions based on user access level, times of day, days of 
week, etc.

In addition to the specific updates noted above, we combine our own team’s expertise in security technologies with reputable third-
party security firms to audit our systems on an ongoing basis. Our continuous security updates and processes include using industry 
standard encryption, applying the latest security techniques, and periodic security testing with respected outside services. We also 
recommend IoT technology leaders continuously advise their customers on how to maximize the security of their home Wi-Fi net-
work, which are critical gateways to device security for consumers. Chamberlain’s brand and reputation are built on a heritage of 
delivering safe and secure products to consumers; we take the safety and security of the smart home very seriously.
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A third improvement is a more 
granular alerting system. I’d be 
much more interested in knowing 
that a new user or remote control 
was given access to my opener, or 
that the door opened in the middle 
of the night, than in knowing that 
my wife opened the door at 5 pm.

C onvenience will continue to 
drive companies that lack 

information security expertise to 
build IoT devices, and consum-
ers to buy them. Ideally, this new 
IoT world would be built on a few 
competing platforms by people 
who understand and can address 
the security risks—Apple, Google, 
and Facebook have all recently 
launched the beginnings of IoT 
platforms—rather than inexperi-
enced companies rolling their own 
authentication, authorization, and 
communication code. Although 
the risks and functions change 
from one IoT device to another, 
they all need the same basic secu-
rity infrastructure: a way for users 
to authenticate, two-way map-
ping between users and devices, 

access policy creation and enforce-
ment, logging and alerting capa-
bility, and secure communication. 
These problems are largely solved; 
they just need to be made easy 
for IoT developers to use. When 
that happens, and the right secu-
rity features are in place, I think 
IoT openers could become diffi-
cult enough to attack that no one 
would bother with them, just like 
the openers most of us have today. 
In the meantime, my MyQ is going 
back in the closet. 

Author’s Note
I contacted Chamberlain after writ-
ing this article, and a representative 
responded with an outline of plans for 
addressing some of the concerns in this 
article. See the sidebar for the response.
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could gain control of the whole 
system. For this reason, software 
updates should be user initiated and 
openers should regularly check for 
certificate revocation.

Authentication at the cloud ser-
vice is more complicated. Perhaps 
the worst-case scenario is when 
attackers download the password 
database, as in the famous attacks 
on Sony’s PlayStation Network 
(www.cnet.com/news/playstation 
- n e t w o r k - s t i l l - o f f l i n e - a f t e r 
-suspected-attack) and LinkedIn 
(http://money.cnn.com/2012/06 
/06/technology/linkedin-password 
-hack). If the passwords aren’t suf-
ficiently complex to stymie brute-
force attacks or aren’t encoded by 
an adequate key derivation function 
(such as bcrypt), user account take-
over becomes trivial.

What about password reset, 
the issue behind attacks on count-
less celebrities’ email and Apple 
iCloud accounts? Google recently 
published research suggesting 
that security questions are insuf-
ficient to protect accounts.6 As of 
this writing, MyQ uses email for 

password reset, which, in this case, 
seems like a terrible idea: any time 
attackers hijack an email account, 
they can search for emails con-
taining the term “MyQ” to deter-
mine whether the user has a MyQ 
account, and then search for ship-
ping information to determine the 
user’s home address. Ironically, just 
about the only personal informa-
tion the MyQ website asked for 
was my home address, which is the 
information they should least want 
to have on file. This combination 
of information allows attackers to 
build databases of locations of vul-
nerable openers. 

An opener is actually an inter-
esting case from a password reset 
perspective in that it has an unusual 
security feature: it never moves. 
That means a user can’t lose it, and 
it would therefore be reasonable 
for Chamberlain to require users to 
electronically prove they have pos-
session of it (for example, the opener 
could display a code that rolls every 
few seconds). Such a feature would 
also help new homebuyers prove 
transfer of opener ownership.

Potential Security 
Improvements
The other side of this discussion 
is the security improvements net-
worked openers might offer. One 
improvement is two-factor authenti-
cation (2FA). Many of the problems 
outlined in this article can be miti-
gated by 2FA and, in a system that’s 
already so reliant on smartphones, 
users are already carrying the obvi-
ous second factor in their pockets. 
A second improvement is policy-
based access control. This can be 
useful in several ways:

 ■ allowing multiple user accounts 
to control the door, but only one 
to administer it;

 ■ allowing administration from spe-
cific devices only;

 ■ restricting certain accounts (such 
as caregiver or contractor) to 
operating the door only during 
business hours; and

 ■ creating time-limited guest ac-
counts.

These policies could be easy to 
administer through a Web interface. 
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Chamberlain Statement 

The following statement was sent to the author on 12 June 2015: 

Chamberlain built its MyQ technology—as we have all of our products for more than 40 years—on a foundation of safety and secu-
rity. We have an aggressive product roadmap that includes continuous security updates, including the feature recommendations 
noted in the IEEE [Security & Privacy] story. 

Specifically, Chamberlain will upgrade password requirements in the second half of this year [2015], and is looking at the best ways 
to implement two-factor authentication based on our user needs and their usage scenarios. We also plan to introduce multi-user 
access so that account administration details and log-in credentials are secure to only one account owner, while allowing garage 
door access to other users. This will include assigning different levels of permissions based on user access level, times of day, days of 
week, etc.

In addition to the specific updates noted above, we combine our own team’s expertise in security technologies with reputable third-
party security firms to audit our systems on an ongoing basis. Our continuous security updates and processes include using industry 
standard encryption, applying the latest security techniques, and periodic security testing with respected outside services. We also 
recommend IoT technology leaders continuously advise their customers on how to maximize the security of their home Wi-Fi net-
work, which are critical gateways to device security for consumers. Chamberlain’s brand and reputation are built on a heritage of 
delivering safe and secure products to consumers; we take the safety and security of the smart home very seriously.

This article originally appeared in 
IEEE Security & Privacy, vol. 13, no. 4, 2015.
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From the Editor in Chief
Editor in Chief: Maria R. Ebling   n   IBM T.J. Watson Research Center   n   ebling@us.ibm.com

T his issue marks a change that has 
been in the works for 18 months. 

In case you didn’t notice, our subtitle 
has changed from “Mobile and Ubiqui-
tous Computing” to “Mobile Systems 
| Ubiquitous Computing | Internet of 
Things.” How does IoT differ from per-
vasive computing, and why did we add 
it to our subtitle?

IntErSECtIng CommunItIES
According to Webopedia.com, perva-
sive computing, also called ubiquitous 
computing, “is the idea that almost 
any device, from clothing to tools 
to appliances to cars to homes to the 
human body to your coffee mug, can 
be imbedded [sic] with chips to con-
nect the device to an infinite network of 
other devices…. in such a way that the 
connectivity is unobtrusive and always 
available.”

The origins of IEEE Pervasive Com-
puting are in realizing the vision out-
lined in Mark Weiser’s seminal Scien-
tific American paper, “The Computer 
for the 21st Century,” published in 
1991. This vision is summarized by his 
famous opening statement: “The most 
profound technologies are those that 
disappear. They weave themselves into 
the fabric of everyday life until they are 
indistinguishable from it.” Mahadev 
Satyanarayanan outlined this origin in 
our inaugural issue,1 and we revisited 
our progress toward Weiser’s vision in 

a special issue2 recognizing the 20th 
anniversary of Weiser’s seminal article.

Webopedia.com defines IoT as “the 
ever-growing network of physical 
objects that feature an IP address for 
Internet connectivity, and the com-
munication that occurs between these 
objects and other Internet-enabled 
devices and systems.” It goes on to say 
that IoT “extends Internet connectiv-

ity beyond traditional devices ... to a 
diverse range of devices and everyday 
things that utilize embedded technol-
ogy to communicate and interact with 
the external environment, all via the 
Internet.”

Like pervasive computing, the ori-
gins of IoT date back to a visionary 
researcher from the 90s. In 1999, just 
eight years after Weiser’s seminal arti-
cle, Kevin Ashton, the head of the Auto-
ID Center at MIT, made a presentation 
to Proctor & Gamble entitled, “Inter-

net of Things.”3 In fact, numerous 
overviews of IoT4,5 explicitly reference 
both Weiser’s article as well as Ash-
ton’s presentation (also see http://post-
scapes.com/internet-of-things-history). 
According to Friedemann Mattern and 
Christian Floerkemeier,

The Internet of Things represents 
a vision in which the Internet 
extends into the real world 
embracing everyday objects. 
Physical items are no longer 
disconnected from the virtual 
world, but can be controlled 
remotely and can act as physical 
access points to Internet services. 
An Internet of Things makes 
computing truly ubiquitous—a 
concept initially put forward by 
Mark Weiser in the early 1990s.6

Pervasive computing and IoT exam-
ine similar problems and face similar 
challenges. Some might argue that 
pervasive computing focuses more on 
HCI issues—on making the connected 
things disappear from human atten-
tion—while IoT focuses more on con-
necting the devices. Yet the IoT com-
munity also focuses on HCI issues, and 
the pervasive community thinks about 
connecting devices too. Both communi-
ties are interested in issues beyond just 
technology, such as privacy, security, 
and ethics. Both communities are pur-

Pervasive Computing and 
the Internet of Things
Maria R. Ebling, IBM T.J. Watson Research Center

Both communities are 
pursuing similar use cases, 

including smart cities, 
environmental monitoring, 

agriculture, home 
automation, and health and 

wellness monitoring.
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suing similar use cases, including smart 
cities, environmental monitoring, agri-
culture, home automation, and health 
and wellness monitoring.

The communities behind pervasive 
computing and IoT share the same (or 
at least largely overlapping) technical 
interests and goals, so I encourage our 
readers to participate in IoT forums, 
and I welcome submissions from the 
IoT community. I hope that our subtitle 
change will help our communities join 
forces and collaborate. We will all make 
faster progress if we work together 
toward our common goals.

In thIS ISSuE
One topic of interest to both commu-
nities is that of smart vehicles, so it is 
highly appropriate that smart vehicle 
spaces is the theme of our first special 
issue under our new subtitle. Steve 
Hodges, Brian Noble, and Venkatesh 
Prasad have done a tremendous amount 
of work on this issue, arranging for an 
interview and a spotlight column in 
addition to the themed articles. I want 
to thank them all for their efforts in 
bringing you this special issue.

In addition to our theme articles, we 
also have four feature articles and sev-
eral departments, many of which should 
be of interest to both the pervasive and 
IoT communities. In “Soft Actuation: 
Smart Home and Office with Human-
in-the-Loop,” Jaroslaw Domaszewicz, 
Spyros Lalis, Alexsander Pruszkowski, 
Manos Koutsoubelias, Tomasz Tajma-
jer, Nasos Grgoropoulos, Michele 
Nati, and Alexander Gluhak present a 
system focused on “soft actuation” in 
which the smart home or office infers a 
context switch that requires an actua-
tion and triggers its human-in-the-loop 
to make the actuation. The authors 
focus on ensuring that the soft actua-
tion remains “calm” by paying careful 
attention to when to interrupt the user 
and by providing nonintrusive hints 
that are easily ignored and sometimes 
undetected.

Next, Sarah Clinch, Nigel Davies, 
Mateusz Mikusz, Paul Metzger, Marc 

Langheinrich, Albrecht Schmidt, 
and Geoff Ward present “Collecting 
Shared Experiences through Lifelog-
ging: Lessons Learned.” This article 
describes their Grasmere House expe-
rience, in which they collected lifelog-
ging data in an immersive environ-
ment that included instrumenting the 
house as well as deploying wearable, 
connected cameras over a period of 
almost three days. One really interest-
ing aspect of this experiment is that 
they had almost two dozen lifeloggers 
living in one house! They outline the 

experiment and explain the many les-
sons learned. I encourage anyone inter-
esting in lifelogging to have a look at 
this study.

In “Crowdsensing in the Wild with 
Aliens and Micropayments,” Manoop 
Talasila, Reza Curtmola, and Cris-
tian Borcea describe two crowdsens-
ing experiments that they recently 
completed at the New Jersey Institute 
of Technology. The two experiments 
involved a mobile, first-person-shooter 
game—in which users complete sens-
ing tasks by defeating aliens around 

UpCoMINg IssUEs

our upcoming issues will focus on the following topics:

•	 April–June 2016: Domestic pervasive Computing
•	 July–september 2016: pervasive Displays
•	 october–December 2016: Energy Harvesting and power Management (www.

computer.org/web/computingnow/pccfp4)
•	 January–March 2017: Drones (www.computer.org/web/computingnow/pccfp1)
•	 April–June 2017: smart Cities

EDIToRIAl BoARD CHANgEs

I would like to thank the following editorial board members for their many years of 
service and dedication: Elizabeth Belding, John Canny, Hans gellersen, sumi Helal, 
Anthony Joseph, and Rahul sukthankar. I wish them all the best in their future en-
deavors.

At the same time, I welcome two new editorial board members: Jesus Favela and 
sanjay sarma. I look forward to their contributions to the magazine.

Jesus Favela is a professor of computer science at CICEsE, Mexico, 
where he leads the Mobile and Ubiquitous Healthcare laboratory. 
His research interests include ubiquitous computing, human-com-
puter interaction and medical informatics. Much of his research 
efforts have focused on the design and evaluation of ambient com-
puting environments for healthcare, mostly to assist the demand-
ing conditions of hospital work and to support older adults and 
their caregivers. Favela received his phD from the Massachusetts 
Institute of Technology (MIT). He is a former president of the Mexi-

can Computer science society and the current Dean of graduate studies at CICEsE. 
Contact him at favela@cicese.mx.

 sanjay sarma is the Fred Fort Flowers and Daniel Fort Flowers 
professor of mechanical engineering and newly appointed Direc-
tor of Digital learning at MIT. sarma was one of the founders of 
the Auto-ID Center at MIT, which, along with a number of partner 
companies and its “spin-off,” EpCglobal, developed the technical 
concepts and standards of modern RFID. He also chaired the Au-
to-ID Research Council consisting of six labs worldwide, which he 
helped to establish. He is a consultant and board member at sever-
al companies, including EpCglobal, and also serves as a permanent 

guest of the board of gs1 and a member of the board of governors of gs1Us. sarma 
also serves on the City of Boston’s Complete streets Advisory group. sarma received 
his phD from the University of California at Berkeley. Contact him at sesarma@mit.edu.
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has changed from “Mobile and Ubiqui-
tous Computing” to “Mobile Systems 
| Ubiquitous Computing | Internet of 
Things.” How does IoT differ from per-
vasive computing, and why did we add 
it to our subtitle?
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sive computing, also called ubiquitous 
computing, “is the idea that almost 
any device, from clothing to tools 
to appliances to cars to homes to the 
human body to your coffee mug, can 
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nect the device to an infinite network of 
other devices…. in such a way that the 
connectivity is unobtrusive and always 
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puting are in realizing the vision out-
lined in Mark Weiser’s seminal Scien-
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for the 21st Century,” published in 
1991. This vision is summarized by his 
famous opening statement: “The most 
profound technologies are those that 
disappear. They weave themselves into 
the fabric of everyday life until they are 
indistinguishable from it.” Mahadev 
Satyanarayanan outlined this origin in 
our inaugural issue,1 and we revisited 
our progress toward Weiser’s vision in 

a special issue2 recognizing the 20th 
anniversary of Weiser’s seminal article.

Webopedia.com defines IoT as “the 
ever-growing network of physical 
objects that feature an IP address for 
Internet connectivity, and the com-
munication that occurs between these 
objects and other Internet-enabled 
devices and systems.” It goes on to say 
that IoT “extends Internet connectiv-

ity beyond traditional devices ... to a 
diverse range of devices and everyday 
things that utilize embedded technol-
ogy to communicate and interact with 
the external environment, all via the 
Internet.”

Like pervasive computing, the ori-
gins of IoT date back to a visionary 
researcher from the 90s. In 1999, just 
eight years after Weiser’s seminal arti-
cle, Kevin Ashton, the head of the Auto-
ID Center at MIT, made a presentation 
to Proctor & Gamble entitled, “Inter-

net of Things.”3 In fact, numerous 
overviews of IoT4,5 explicitly reference 
both Weiser’s article as well as Ash-
ton’s presentation (also see http://post-
scapes.com/internet-of-things-history). 
According to Friedemann Mattern and 
Christian Floerkemeier,

The Internet of Things represents 
a vision in which the Internet 
extends into the real world 
embracing everyday objects. 
Physical items are no longer 
disconnected from the virtual 
world, but can be controlled 
remotely and can act as physical 
access points to Internet services. 
An Internet of Things makes 
computing truly ubiquitous—a 
concept initially put forward by 
Mark Weiser in the early 1990s.6

Pervasive computing and IoT exam-
ine similar problems and face similar 
challenges. Some might argue that 
pervasive computing focuses more on 
HCI issues—on making the connected 
things disappear from human atten-
tion—while IoT focuses more on con-
necting the devices. Yet the IoT com-
munity also focuses on HCI issues, and 
the pervasive community thinks about 
connecting devices too. Both communi-
ties are interested in issues beyond just 
technology, such as privacy, security, 
and ethics. Both communities are pur-

Pervasive Computing and 
the Internet of Things
Maria R. Ebling, IBM T.J. Watson Research Center

Both communities are 
pursuing similar use cases, 

including smart cities, 
environmental monitoring, 

agriculture, home 
automation, and health and 

wellness monitoring.
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the campus—and a micropayment sys-
tem—in which participants are paid to 
complete specific sensing tasks around 
the campus. The authors describe the 
two experiments and offer lessons 
learned about these different approaches 
to crowdsensing incentives. This article 
addresses a situation in which the world 
is not fully instrumented with con-
nected sensors and in which you need 
to incentivize mobile agents (in this 
case humans) to augment the sensor 
network.

Finally, in “Software Support for 
Multitouch Interaction: The End-User 
Programming Perspective,” Andrea 
Bellucci, Marco Romano, Ignacio 
Aedo, and Paloma Díaz present a sur-
vey examining the state-of-the-art of 
software development tools that sup-
port the creation of multitouch sensing 
interactions by end-user programmers. 
They examine tools ranging from soft-
ware developer’s kits provided to sup-
port various mobile devices to libraries 
designed to support touch-based inter-
actions in Web applications.

In our Smartphones department, 
Ella Peltonen, Eemil Lagerspetz, Petteri 
Nurmi, and Sasu Tarkoma discuss their 
work in understanding and character-
izing the energy consumption of a wide 
variety of system settings available to 
smartphone users with a technique that 
leverages crowdsourcing. The authors 
provide useful tips for readers as well 
as access to their data, which others can 
use in their own research.

Our Wearable Computing depart-
ment focuses on watches. Kent Lyons, 
in “Smartwatch Innovation: Exploring 
a Watch-First Model,” examines the 
different types of disruptive innova-
tions and asks whether a smartwatch 
falls into each type of disruption. He 
examines whether a smartwatch is 
an innovation for the smartphone, an 
innovation for a watch, or a disruptive 
innovation of its own. He then exam-
ines the movement toward “watch first” 
and what it would take for a watch to be 
an independent platform of its own. His 
analysis is well worth reading!

Mary Baker and Justin Manwei-
ller discuss drones, robots, and IoT in 
Notes from the Community. I haven’t 
followed the developing drones market 
closely, and I am amazed at the types 
of drones becoming available. On the 
robot front, I was surprised to learn 
that household robots (aka roombas) 
outnumber industrial robots almost 
10 to 1. I particularly liked the discus-
sion of the IoT-enablement of the sushi 
conveyer-belt restaurants! And the abil-
ity to detect depression from a person’s 
smile seems like important progress for 
diagnosing mental health issues.

Our Innovations in Ubicomp Products 
column examines how cloud-based AI 
APIs can be used to enhance your perva-
sive computing products and prototypes. 
These APIs include capabilities around 
speech recognition, computer vision, text 
analytics, machine learning, and more. 
Albrecht Schmidt shows readers how 
to make a sample call to three different 
AI services and then shows the sample 
output produced by each. He concludes 
that incorporating basic AI capabilities 
into your pervasive applications is rela-
tively simple and requires only minimal 
programming skills, but that complex 
capabilities might require someone with 
expertise in computer vision, speech, or 
the like, depending on your needs.

In Pervasive Health, Stephen Intille 
discusses the Precision Medicine Ini-
tiative (PMI), which was announced 
by President Obama approximately 
one year ago. The PMI, which has also 
been called personalized medicine, has 
significant implications for pervasive 
health research and presents numerous 
challenges for the pervasive computing 
community to address in the years to 
come. Imagine collecting all the health 
and behavior data for a cohort of more 
than one million individuals and fol-
lowing those individuals longitudinally 
for decades. Those of you working in 
the healthcare space will want to read 
this article carefully; those of you con-
cerned about your own or your loved 
ones’ health and wellness will find the 
initiative interesting.

O ur upcoming 2016 editorial cal-
endar includes topics that should 

be of interest to both the pervasive and 
IoT communities, with special issues 
on Domestic Pervasive, Pervasive Dis-
plays, and Energy Harvesting and 
Power Management (see the sidebar 
for more information). I hope that our 
colleagues in the IoT community will 
join us in our explorations of these, and 
future, topics. 
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ensors have been with us for a very long time, but recent-
ly they’ve been used more extensively in almost every in-
dustry sector and application—for example, agriculture, 
manufacturing, healthcare, biophysical and environmen-

tal sciences, and smart cities. Two technological trends—Internet 
of Things (IoT) and cloud computing—are pushing for even wider 
sensor deployment. IoT is bringing new sensor use cases, while 
cloud computing is becoming the de facto hosting and process-
ing platform for sensor-generated data. Additionally, advances in 
nanotechnologies are enabling the deployment of nanosensors, al-
lowing us to collect data at very fine granular scales.

Figure 1 shows a con-
ceptual architecture for a 
sensor-based big data cyber-
infrastructure consisting of 
three layers.1 The bottom 
layer is the sensor network 
layer, which senses and col-
lects large sets of data in real 
or semi-real time. Above that 

is the middleware layer, which includes the engines 
for processing the collected big data sets. Previous 
“Blue Skies” departments provided details about the 
components of this layer.2,3 The top layer is the ap-
plication layer, which includes a variety of applica-
tions depending on the specific use case and can 
range from precision agriculture to personalized 
healthcare.4,5 Here, we’ll concentrate on the mid-
dleware tools and technologies needed to facilitate 
efficient management of interoperations within the 
sensor network layer (highlighted in green in Figure 
1). We’ll also highlight some of the research gaps re-
lated to, for example, deployment, interoperations, 

provenance, and data processing of sensor-based 
cyberinfrastructures. 

Challenges
Today we can store and process large-scale datas-
ets in the middleware layer using a mix of software 
and hardware resources offered by the advancement 
of cloud and big data technologies. However, these 
applications’ success critically depends on the in-
tegration of and access to information collected by 
sensors. We outline several key challenges in the 
design and implement next-generation sensor-based 
big data cyberinfrastructures. 

The first challenge is the lack of tools to aid in 
the design of sensor-based data collection applica-
tions. Several key factors need to be considered when 
designing applications that acquire sensor data. For 
example, in precision agriculture, unforeseen soil 
variations (such as fertility, texture, pH, and water 
status) increase the statistical variance of an indi-
vidual plant’s phenotypic measurements. It’s there-
fore difficult to come up with a sensor placement 
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strategy to accurately detect meaning-
ful differences among biological treat-
ments for different sensor types. 

The second challenge is the lack of 
tools to aid in the deployment and mon-
itoring of sensors. Continuous monitor-
ing of sensors is essential to prevent data 
loss. In many cases, sensor data isn’t re-
coverable if the loss occurs because of 
inefficient caching and communication 
protocols. If the lost data is critical to 
understanding the performance of ex-
perimental applications (for example, 
crop yield within a field-based genetic 
test), the entire experiment can be lost 
for that year. For this reason, continu-
ous monitoring and early detection and 
correction of failures are critical. 

Another challenge is the heteroge-
neity in sensor capabilities and wire-
less link quality. Several issues related 
to communication protocols need to 
be addressed. For example, in preci-
sion agriculture, current sensors im-
plement a myriad of communication 
protocols, and the wireless communica-
tion links are affected by weather and 
crop canopies. Another issue related to 
communication includes the design of 
energy-efficient protocols because bat-
teries in sensors might not be easily 
replaceable. 

The last challenge we’ll address is 
the lack of provenance and metadata 
tools for sensors. Provenance is essen-
tial for keeping track of which data was 
collected and/or aggregated for which 
sensors, and conveying contextual in-
formation about sensor deployment and 
life cycle. Conventional approaches re-
quire collection and transmission of 
large data volumes. We thus need new 
techniques that reduce the size and 
enhance the efficiency of provenance 
and metadata collection, recording, and 
transmission. Addressing these gaps re-
quires developing cyberinfrastructures 
to automate the efficient collection, 

normalization, curation, measurement, 
and sharing of sensor data. The follow-
ing sections elaborate on key require-
ments of such infrastructures as well as 
approaches and research directions to 
address some these requirements.

Sensor Deployment and 
Management
First, we need to develop techniques 
that can support sensor localization, 
which is achieved through georeferenc-
ing sensor data. Supporting tools are 
therefore needed for the automatic geo-
referencing of sensors. 

Second, we need to develop suit-
able sensor placement techniques. For 
example, in precision agriculture, sen-
sors are placed with the soil being mea-
sured to generate a soil property map 
of the entire field. Sensors are used to 
monitor the growth of crops, and differ-
ent crops have different sensitivities to 
soil conditions and are planted at differ-
ent densities. Therefore, to effectively 
place sensors, we must consider 

• domain-specific knowledge, 
• sensor failure and attack probabil-

ity, and 
• wireless link quality. 

We also need tools to support optimal 
application-dependent sensor placement.

Third, we need mechanisms for op-
timal configuration of the duty cycling 
and sleep/wake scheduling of sensors. 
In precision agriculture, during a par-
ticular season some sensor data might 
be important and other data might not 
be, depending on the crop life cycle. 
Hence, the cyberinfrastructure needs 
to include a decision support system 
that can dynamically and minimally 
adjust the push/pull rates for each sen-
sor, according to the real-time data pro-
cessing needs. A reactive programming 
approach can let programmers define a 
set of rules for each sensor for how fre-
quently and on which conditions data 
should be reported to the base station.

Fourth, we need techniques that 
will ensure robust communications under 
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FIGURE 1. Conceptual architecture of sensor-based data-intensive 

cyberinfrastructures. The architecture contains three layers: sensor network layer, 

middleware layer and application layer. 
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ensors have been with us for a very long time, but recent-
ly they’ve been used more extensively in almost every in-
dustry sector and application—for example, agriculture, 
manufacturing, healthcare, biophysical and environmen-

tal sciences, and smart cities. Two technological trends—Internet 
of Things (IoT) and cloud computing—are pushing for even wider 
sensor deployment. IoT is bringing new sensor use cases, while 
cloud computing is becoming the de facto hosting and process-
ing platform for sensor-generated data. Additionally, advances in 
nanotechnologies are enabling the deployment of nanosensors, al-
lowing us to collect data at very fine granular scales.

Figure 1 shows a con-
ceptual architecture for a 
sensor-based big data cyber-
infrastructure consisting of 
three layers.1 The bottom 
layer is the sensor network 
layer, which senses and col-
lects large sets of data in real 
or semi-real time. Above that 

is the middleware layer, which includes the engines 
for processing the collected big data sets. Previous 
“Blue Skies” departments provided details about the 
components of this layer.2,3 The top layer is the ap-
plication layer, which includes a variety of applica-
tions depending on the specific use case and can 
range from precision agriculture to personalized 
healthcare.4,5 Here, we’ll concentrate on the mid-
dleware tools and technologies needed to facilitate 
efficient management of interoperations within the 
sensor network layer (highlighted in green in Figure 
1). We’ll also highlight some of the research gaps re-
lated to, for example, deployment, interoperations, 

provenance, and data processing of sensor-based 
cyberinfrastructures. 

Challenges
Today we can store and process large-scale datas-
ets in the middleware layer using a mix of software 
and hardware resources offered by the advancement 
of cloud and big data technologies. However, these 
applications’ success critically depends on the in-
tegration of and access to information collected by 
sensors. We outline several key challenges in the 
design and implement next-generation sensor-based 
big data cyberinfrastructures. 

The first challenge is the lack of tools to aid in 
the design of sensor-based data collection applica-
tions. Several key factors need to be considered when 
designing applications that acquire sensor data. For 
example, in precision agriculture, unforeseen soil 
variations (such as fertility, texture, pH, and water 
status) increase the statistical variance of an indi-
vidual plant’s phenotypic measurements. It’s there-
fore difficult to come up with a sensor placement 
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poor link quality. Wireless link qual-
ity changes over time due to seasonal 
changes in foliage size and extent; plant 
density variations; weather, wind, and 
moisture; and seasonal changes in crop 
canopy height and density. This can 
result in reliability degradation, redun-
dant transmissions, and increased con-
tention among node transmissions. We 
can exploit link correlation to eliminate 
the overhead of explicit control packets 
in networks with high correlation, and 
use network coding to pipeline trans-
mission of multiple packets, attempting 
to utilize only a single timer per node 
for increased scalability.

Finally, we need mechanisms for 
continuously monitoring sensors to ver-
ify that they work as expected. Sensor 
monitoring is a complex task because 
multiple factors—calibration errors, 
environmental conditions, attacks, de-
cay of sensor energy, and so on—can 
lead to sensor malfunctions. Different 
monitoring techniques might thus have 
to be combined and deployed, ranging 
from simple, such as profiling sensor 
baseline behavior, to complex, such as 
fine-grained diagnosis techniques for 
sensors.6 

Sensor Provenance
Provenance of sensor data is critical in 
many applications because it

• plays a key role in assessing and en-
suring data trustworthiness; 

• aids in preventing data losses; and 
• ensures the repeatability of scien-

tific experiments and processes. 

Provenance must be fine grained to be 
able to track which sensors acquired 
and/or transmitted specific data items. 
Provenance information should include 
location and time of the data acquisition 
as well as all processing steps executed 
on data, such as conversion, integra-
tion, and aggregation. These steps can 
be executed on different subsystems 
within the middleware, including sen-
sor deployment and management sys-
tems, relational database management 
systems, stream-processing systems, 
distributed in-memory data stores, and 
NoSQL databases. The hard research 
challenge is to capture such provenance 
operations across multiple, heteroge-
neous big data processing technologies 
and subsystems. Finally, provenance 
must be secured to prevent provenance 

information from being tampered with 
or lost.

Provenance Model
An important step in the development 
of tools for managing provenance in-
formation is developing an expressive 
provenance model capable of represent-
ing the provenance of data objects with 
various semantics and granularity. Such 
a model should be able to capture data 
provenance in a structured way as well 
as to encapsulate the knowledge of both 
the application semantics and the sys-
tem. At the same time, it should support 
provenance interoperability. Figure 2 
shows one such model.7 This model ad-
dresses various requirements, including 
expressive power, flexible level of prov-
enance granularity, and security, and 
is compatible with existing provenance 
standards.7 

In this model, data creation or ma-
nipulation is performed by a sequence 
of operations initiated by a process.7 A 
process can be a service or activity in 
a workflow, a user application, or an 
operating-system-level process (for ex-
ample, Unix). An operation executes 
specific tasks and causes manipulation 
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Access control
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FIGURE 2. Provenance model. The figure provides a graphical representation of a comprehensive provenance model. The key 

elements of the model are actors that execute operations on data restricted according to the access control policies. 
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of some system or user data. Thus, the 
operations generate or modify not only 
persistent data but also intermediate 
results or system configurations. Com-
munication represents the interaction 
(such as dataflow) between two process-
es or between two operations in a pro-
cess. Web services, user applications, 
and Unix processes are examples of pro-
cesses; statements within an executable 
function or command line exemplify the 
operations; and dataflow, copy/paste, 
interprocess communication in Unix, 
and so on, represent the communica-
tion between operations or processes. 
An operation might take data as input 
and output some data. Each data object 
is associated with a lineage record that 
specifies the immediate data objects 
used to generate the data. Lineage is 
particularly helpful for producing a data 
object’s data dependency graph. Pro-
cesses, operations, and communications 
are operated by actors, which can be 
human users, workflow templates, and 
so on. When data provenance is used 
to detect intrusion or system changes, 
knowledge of a user role or the work-
flow template might be helpful. Envi-
ronment refers to the operational state, 
parameters, and system configurations 
that also affect an operation’s execution 
and thus the output data. This addi-
tional provenance information is cru-
cial for understanding the performance 
of the operation and the nature of the 
output. In addition, the model supports 
the specification of granularity policies, 
allowing users to specify the level of de-
tail for the provenance information to 
be captured and stored. It also includes, 
as part of provenance, information on 
the access control policies under which 
data have been accessed, which is cru-
cial when investigating data breaches. 

A relevant open research direction 
concerning the use of such a model 
within cyberinfrastructures for sensor 

management is the definition of servic-
es to be associated with the provenance 
data. To effectively use the provenance 
information, the model must support 
various types of provenance queries (on 
entity attributes, invocations, lineage, 
provenance, and so on). Historical de-
pendencies as well as subsequent uses 
of a data object should be easy to track. 
If a data object is processed across mul-
tiple big data processing technologies 
and subsystems (see Figure 1), an ad-
ministrator might want to see a high-
level machine, system, or domain view 

of the provenance graph. In addition, 
to find relevant information from large 
provenance graphs, one should be able 
to filter, group, or summarize all or por-
tions of the provenance graphs and gen-
erate tailored provenance views. Thus, 
the model should be able to distinguish 
the provenance generated from differ-
ent systems and construct specialized 
views of provenance graphs. 

Provenance Transmission
In a multihop sensor network, data 
provenance allows a base station to 
trace the source and forwarding path 
of an individual data packet from its 
generation. However, the limited re-
sources and bandwidth constraints of 
the sensor nodes make collecting data 
provenance for each packet challenging. 

Lightweight data provenance schemes 
have been developed to address these 
limitations.8,9 In these schemes, data 
provenance is represented as a directed 
graph, where each vertex represents  
node’s provenance record and each edge 
the direction of data transmissions be-
tween nodes. One major issue with 
these schemes is that the provenance 
size increases with the number of nodes 
in the dataflow path. Therefore, we 
need lightweight provenance solutions 
for each data packet that don’t intro-
duce significant overhead. 

A more recent approach uses arith-
metic coding to compress the dataflow 
path.10 Arithmetic coding is a lossless 
data compression technique that as-
signs short code words to more probable 
events and longer code words to less 
probable events.11 In such a scheme, 
each sensor represents an event and its 
occurrence probability is used for prov-
enance encoding and decoding. Such 
schemes achieve a provenance compres-
sion ratio that approaches Shannon’s 
theoretical entropy bound and thus out-
performs the better-known Huffman-
coding-based compression schemes. 
However, the deployment of such a 
scheme in sensor networks requires 
addressing several additional issues, 
such as handling dynamic wireless sen-
sor networks, handling cases in which 

When data provenance is used to 
detect intrusion or system changes, 

knowledge of a user role or the 
workflow template might be helpful.
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poor link quality. Wireless link qual-
ity changes over time due to seasonal 
changes in foliage size and extent; plant 
density variations; weather, wind, and 
moisture; and seasonal changes in crop 
canopy height and density. This can 
result in reliability degradation, redun-
dant transmissions, and increased con-
tention among node transmissions. We 
can exploit link correlation to eliminate 
the overhead of explicit control packets 
in networks with high correlation, and 
use network coding to pipeline trans-
mission of multiple packets, attempting 
to utilize only a single timer per node 
for increased scalability.

Finally, we need mechanisms for 
continuously monitoring sensors to ver-
ify that they work as expected. Sensor 
monitoring is a complex task because 
multiple factors—calibration errors, 
environmental conditions, attacks, de-
cay of sensor energy, and so on—can 
lead to sensor malfunctions. Different 
monitoring techniques might thus have 
to be combined and deployed, ranging 
from simple, such as profiling sensor 
baseline behavior, to complex, such as 
fine-grained diagnosis techniques for 
sensors.6 

Sensor Provenance
Provenance of sensor data is critical in 
many applications because it

• plays a key role in assessing and en-
suring data trustworthiness; 

• aids in preventing data losses; and 
• ensures the repeatability of scien-

tific experiments and processes. 

Provenance must be fine grained to be 
able to track which sensors acquired 
and/or transmitted specific data items. 
Provenance information should include 
location and time of the data acquisition 
as well as all processing steps executed 
on data, such as conversion, integra-
tion, and aggregation. These steps can 
be executed on different subsystems 
within the middleware, including sen-
sor deployment and management sys-
tems, relational database management 
systems, stream-processing systems, 
distributed in-memory data stores, and 
NoSQL databases. The hard research 
challenge is to capture such provenance 
operations across multiple, heteroge-
neous big data processing technologies 
and subsystems. Finally, provenance 
must be secured to prevent provenance 

information from being tampered with 
or lost.

Provenance Model
An important step in the development 
of tools for managing provenance in-
formation is developing an expressive 
provenance model capable of represent-
ing the provenance of data objects with 
various semantics and granularity. Such 
a model should be able to capture data 
provenance in a structured way as well 
as to encapsulate the knowledge of both 
the application semantics and the sys-
tem. At the same time, it should support 
provenance interoperability. Figure 2 
shows one such model.7 This model ad-
dresses various requirements, including 
expressive power, flexible level of prov-
enance granularity, and security, and 
is compatible with existing provenance 
standards.7 

In this model, data creation or ma-
nipulation is performed by a sequence 
of operations initiated by a process.7 A 
process can be a service or activity in 
a workflow, a user application, or an 
operating-system-level process (for ex-
ample, Unix). An operation executes 
specific tasks and causes manipulation 
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FIGURE 2. Provenance model. The figure provides a graphical representation of a comprehensive provenance model. The key 

elements of the model are actors that execute operations on data restricted according to the access control policies. 
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packets are routed in more than one 
node at a time, and providing secure 
sensor location information. 

Sensor Security
Many scenarios of interest to sensor-
based applications require assuring data 
integrity and confidentiality as well as 
authentication among different sensors 
and other parties. Sensors are vulnerable 
to malicious attacks such as imperson-
ation, interception, capture, or physical 
destruction, due to their unattended op-
erative environments and lapses of con-
nectivity.12 To address security issues, 
encryption key management protocols 
need to be deployed. Current approach-
es, such as those based on symmetric 
key encryption, elliptic curve public key 
cryptography, and identity-based pub-
lic key cryptography, suffer from one or 
more of the following drawbacks: 

• high communication and storage 
overhead, 

• vulnerability to impersonation and 
key compromise attacks, 

• certificate management overhead 
and computational overhead for 
pairing operations, and

• inability to support mobility. 

A novel pairing-free certificate-
less public key cryptography-based key 
management (CL-EKM) scheme for dy-
namic wireless sensor networks (WSNs) 
addresses the drawbacks of previous ap-
proaches.13 In certificateless public key 
cryptography (CL-PKC),14 a party’s full 
private key is a combination of a partial 
private key generated by a key genera-
tion center (KGC) and the party’s own 
secret value. The CL-EKM scheme sup-
ports the establishment of four types of 
keys for each sensor node: 

• a certificateless public/private key 
pair for the sensor, 

• an individual key shared with the 
base station, 

• a set of pairwise keys for each sen-
sor node in the same sensor cluster, 

• a cluster key shared among all the 
neighboring nodes. 

However, we still need extensive 
experimental evaluations using differ-
ent types of sensors and networks as 
well as encryption schemes that support 
data aggregation and processing at the 
sensor network level. Techniques for 
securing the software running on the 
sensors15 and for quickly responding to 
security incidents16 are also needed.

Sensor Streamed Data Processing 
Techniques
Two main strategies can be devised 
for processing the data acquired from 
sensors. 

Data Warehousing
This approach involves shipping raw 
sensor readings from the sensor net-
work to a central repository stored in 
a cloud for subsequent analysis. It’s 
most appropriate when all data needs 
to be kept and there’s sufficient energy 
to transmit the data outside the sen-
sor network or collection. A number of 
open source data streaming tools are 
available to be used in this approach. 
These include Apache Samza, Esper, 
Spark Streaming, Apache Storm, and 
Apache S4.3 

In-Sensor Network Processing 
This approach involves executing cer-
tain data operations in the sensor net-
work itself and shipping outside the 
results of these operations. Examples 
include computing some simple aggre-
gated functions, such as computing the 
maximum among a set of sensor read-
ings and performing outlier detection. 
This approach is most appropriate in 

cases where energy saving can be gained 
by locally processing the data and data 
quality can be increased by locally imple-
menting data cleansing actions. Clearly, 
both approaches need to be supported 
by cyberinfrastructures used depending 
on the requirements of specific applica-
tions. Approaches like Cougar, which 
provides in-network query processing, 
are needed for processing streaming 
data.17,18 Fog computing, another emerg-
ing technology that has potential to sup-
port in-sensor-network processing,20 is a 
virtualized platform located at the edge 
of the network that provides compute, 
storage, and network services between 
the end devices and the cloud datacen-
ters. Its characteristics such as low la-
tency, location awareness, support for 
large number of nodes, and widespread 
geographical distribution make it suit-
able for streaming and real-time appli-
cations, and thus represents a potential 
solution for in-network processing for 
sensor-based applications.19 

loud technology provides a foun-
dation for emerging data-intensive 

applications. Cloud-based infrastruc-
ture services support the data life cycle 
from ingestion to analysis to storage. 
However, building cyberinfrastructure 
for such applications is still challeng-
ing. Here, we’ve discussed a few recent 
approaches and outlined open research 
directions. We believe that current 
technology trends in IoT and embedded 
systems will further push the need for 
cloud-based cyberinfrastructures for 
sensor-based applications.
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packets are routed in more than one 
node at a time, and providing secure 
sensor location information. 

Sensor Security
Many scenarios of interest to sensor-
based applications require assuring data 
integrity and confidentiality as well as 
authentication among different sensors 
and other parties. Sensors are vulnerable 
to malicious attacks such as imperson-
ation, interception, capture, or physical 
destruction, due to their unattended op-
erative environments and lapses of con-
nectivity.12 To address security issues, 
encryption key management protocols 
need to be deployed. Current approach-
es, such as those based on symmetric 
key encryption, elliptic curve public key 
cryptography, and identity-based pub-
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• vulnerability to impersonation and 
key compromise attacks, 
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A novel pairing-free certificate-
less public key cryptography-based key 
management (CL-EKM) scheme for dy-
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proaches.13 In certificateless public key 
cryptography (CL-PKC),14 a party’s full 
private key is a combination of a partial 
private key generated by a key genera-
tion center (KGC) and the party’s own 
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ports the establishment of four types of 
keys for each sensor node: 

• a certificateless public/private key 
pair for the sensor, 

• an individual key shared with the 
base station, 

• a set of pairwise keys for each sen-
sor node in the same sensor cluster, 

• a cluster key shared among all the 
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However, we still need extensive 
experimental evaluations using differ-
ent types of sensors and networks as 
well as encryption schemes that support 
data aggregation and processing at the 
sensor network level. Techniques for 
securing the software running on the 
sensors15 and for quickly responding to 
security incidents16 are also needed.

Sensor Streamed Data Processing 
Techniques
Two main strategies can be devised 
for processing the data acquired from 
sensors. 

Data Warehousing
This approach involves shipping raw 
sensor readings from the sensor net-
work to a central repository stored in 
a cloud for subsequent analysis. It’s 
most appropriate when all data needs 
to be kept and there’s sufficient energy 
to transmit the data outside the sen-
sor network or collection. A number of 
open source data streaming tools are 
available to be used in this approach. 
These include Apache Samza, Esper, 
Spark Streaming, Apache Storm, and 
Apache S4.3 

In-Sensor Network Processing 
This approach involves executing cer-
tain data operations in the sensor net-
work itself and shipping outside the 
results of these operations. Examples 
include computing some simple aggre-
gated functions, such as computing the 
maximum among a set of sensor read-
ings and performing outlier detection. 
This approach is most appropriate in 

cases where energy saving can be gained 
by locally processing the data and data 
quality can be increased by locally imple-
menting data cleansing actions. Clearly, 
both approaches need to be supported 
by cyberinfrastructures used depending 
on the requirements of specific applica-
tions. Approaches like Cougar, which 
provides in-network query processing, 
are needed for processing streaming 
data.17,18 Fog computing, another emerg-
ing technology that has potential to sup-
port in-sensor-network processing,20 is a 
virtualized platform located at the edge 
of the network that provides compute, 
storage, and network services between 
the end devices and the cloud datacen-
ters. Its characteristics such as low la-
tency, location awareness, support for 
large number of nodes, and widespread 
geographical distribution make it suit-
able for streaming and real-time appli-
cations, and thus represents a potential 
solution for in-network processing for 
sensor-based applications.19 

loud technology provides a foun-
dation for emerging data-intensive 

applications. Cloud-based infrastruc-
ture services support the data life cycle 
from ingestion to analysis to storage. 
However, building cyberinfrastructure 
for such applications is still challeng-
ing. Here, we’ve discussed a few recent 
approaches and outlined open research 
directions. We believe that current 
technology trends in IoT and embedded 
systems will further push the need for 
cloud-based cyberinfrastructures for 
sensor-based applications.
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THE IOT CONNECTION

We’ve come a long way 
since the article in 
which Mark Weiser  
envisioned small, 

ubiquitous, connected computers 
that enhanced all aspects of our 
lives.1 Here, we present our analy-
sis of the architectural leitmotifs 
that should be pursued so the In-
ternet of Things (IoT) ecosystem 
can enjoy the staggering success of 
the Internet, which resulted in the 
World Wide Web. By success, we 
mean the economic value and the 
social and technological innova-
tion these platforms have brought 
to the world.

THE IOT IS HERE
As with the Internet, it’s di�  cult to 
pin down the dimensions of value 
creation through the IoT because it’s 
essentially a general- purpose plat-
form. So, we’ll start by highlighting 
some exam ples of how the IoT al-
ready helps society in many di� erent 
ways, through applications ranging 
in scope from the individual to the 
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Our physical universe has been transformed 

by computing’s ubiquity. The authors describe 

the challenges and delights we’ll fi nd in a future 
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FROM THE EDITOR
With the realization of the ideas behind the Internet of Things (IoT)— a network 
of everyday items with embedded computers that can connect directly or indi-
rectly to the Internet—we’re entering the era of ubiquitous computing. As the IoT 
takes root, the number of devices connecting to the Internet is likely to increase 
10- or even 100-fold over the next 10 years, forever changing our relationship with 
“things”—now they’ll be smart: smart devices, smart homes, smart buildings, and 
smart cities.

Although its origins date back to 1999, the IoT’s core ideas were fi rst described 
in Mark Weiser’s vision of ubiquitous computing in 1988. Although these ideas 
have been around for more than 25 years, it has only recently become practical for 
high-performance processing and networking to be built into everyday products. 
We now have the ability to augment our things’ capabilities at a reasonable cost 
and size: this embedded computing—with the equivalent performance of a com-
plete 1980s-era workstation—can be added to products for less than $10. 

To kick off the inaugural installment of “The IoT Connection,” a bimonthly for-
um bringing Computer readers exciting developments from the IoT fi eld, it seems 
appropriate to invite one of the fathers of the Internet, Vint Cerf, and one of Goo-
gle’s in-house philosophers, Max Senges, to get the ball rolling. Vint’s perspective, 
spanning his considerable experience in networking from the early days of Inter-
net design at DARPA to its modern instantiation, is combined with Max’s expertise 
in building both sociotechnological innovation around a “good IoT” and a vibrant 
multistakeholder IoT ecosystem. 

Please contact me with your content suggestions, especially regarding IoT 
standards development, applications, protocols, security and privacy, and novel 
human–computer interaction requirements for new modes of use. —Roy Want
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planetary (as shown in Figure 1), as 
well as across ventures in a variety 
of industries. 

IoT ventures are rooted in and ad-
vance all kinds of professional spheres, 
including entertainment (for example, 
mixed-reality ventures like Magic 
Leap; www.magicleap.com), science 
(such as scienti� c data sharing), edu-
cation (for example, connected plat-
forms like SAM Labs; http://samlabs
.me), health (such as the smart contact 
lens developed at Google X), and civic 
innovation (for example, participatory 
smart city initiatives; https://smart
citizen.me).

UNDERSTANDING 
THE CHALLENGES
Although we’re already reaping so 
many of the IoT’s exciting bene� ts 
and anticipating much more from 
the promising forecasts of its future, 
mainstream users and organizations 
aren’t yet craving the majority of IoT 

devices and services. Indeed, some 
of its potential applications and com-
plexities stir public fears over privacy 
and security risks—an aspect the me-
dia tends to revel in reporting about. 
Additionally, many IoT products have 
a level of complexity that limits their 
appeal for users unwilling to invest 
time and resources to learn to con� g-
ure them. 

However, its greatest limitation is 
arguably the lack of open standards, 
because the IoT’s growth will bring 
many incompatible IoT solutions. 
Even if standards are used, consumers 
are hesitant to pay a premium for IoT- 
enabled devices, particularly if these 
devices aren’t compatible with prod-
ucts and devices they already own. 
As many IoT products—such as home 
appliances and cars—have a product 
lifetime of more than a decade, con-
sumers need to be con� dent that tech-
nical support and security updates are 
available long term.       

LESS IS MORE
Tech companies have generally pur-
sued business models in which suc-
cessful products and services are con-
stantly updated. This translates to 
technology-rich environments where 
devices and services constantly com-
pete for consumers’ attention; thus, 
technology tends to distract rather 
than add value. Will the addition of 
more networked devices add more 
screens to this cacophony? We have 
no doubt that IoT technology will 
profoundly impact our lives. If these 
devices are to � t into our lives com-
fortably, they shouldn’t require more 
screens or keyboards.

Figure 2 illustrates what our col-
leagues at Nest Labs—a home auto-
mation producer of programmable, 
Internet- connected thermostats, smoke 
detectors, and security systems—came 
up with when their CEO, Tony Fadell, 
asked them to envision the living room 
of the future. What’s important is 
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MIT Senseable City Lab

Nest—home devices Aclima—
city air maps

Fitbit—quanti�able health Sigfox—global cellular 
connectivity for the IoT  

Me My home My community My planetMy country

Figure 1. The scope of the Internet of Things (IoT). (Source: Copenhagen Wheel [http://senseable.mit.edu/copenhagenwheel] photo 
by Max Tomasinelli; www.maxtomasinelli.com. Aclima photo courtesy of Aclima [http://aclima.io].)
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what’s missing—where’s the collection 
of screens and keyboards? We might in-
teract with future devices through voice 
requests, gestures, or perhaps inputs me-
diated through smartphones. 

As Weiser espoused, technology 
will (or should) fade into the back-
ground, supporting us in our private 
and professional lives in many subtle 
and effective ways.

THE PROMISE OF GOOD  
IOT TECHNOLOGY
How can we guide technologists, en-
trepreneurs, and user-experience de-
signers to shift their perspectives? 
Let’s start by comparing current user 
perceptions with the experiences we’d 
like to provide (see Figure 3).

When thinking about the IoT, we 
like the dualism of hard IoT versus soft 
IoT—an idea put forward by Usman 
Haque in 2002.2 Hard IoT is tradition-
ally understood as a network of elec-
tronic gadgets, software, and sensors 
that are connected so objects can col-
lect and exchange data. In contrast, 
soft IoT focuses on the value that can 
be derived from the collection of fluid 
relationships among people, objects, 
and spaces.  

The following three maxims can 
inform good IoT design: 

 › reimagine ordinary objects with 
the power of the Internet,

 › foster ensembles of objects and 
services, and 

 › match relevant objects and ser-
vices for genuine user benefit.

Reimagining ordinary objects 
with the power of the Internet
How useful will objects be when 
they’re amplified by everything the 
Internet can do? Figure 4 shows how 
a traditional “offline” object is en-
hanced by being connected to the on-
line ecosystem.

Imagine a washing machine with the 
power of the Web (see Figure 5). Whereas 
traditional washing machines have 
all the features they’ll ever have once 
they’re installed in a home—they’re 

Figure 2. Nest’s vision of the living room of the future. (Source: Nest Labs)

Object Net
Computing, learning, 
context, awareness, 
voice recognition  

+ + =

ObjectConnectivity
Connect ensembles 

of objects

Web

Figure 4. How connectivity changes “things.”

“IoT is only a bunch of connected gadgets.” “IoT objects are embedded in the fabric of my life.”

“It’s not secure.” “I’m in the center of my IOT ecosystem and
 I’m in control of my data and its privacy.” 

“It’s just a gimmick; it won’t last.” “It’s useful on many levels. I can see it’s here to
stay and I’m happy about that.”

“It’s complicated.” “It’s easy and built to make complex 
things become easier.”

“I have no idea what I’m getting myself into.” “I understand what I’m doing and the 
tradeoffs I’m assuming.”

“It’s a con�guration nightmare.” “It was so easy, most devices 
con�gured themselves.”

Figure 3. From resisting to embracing the IoT. Our assessment of current user percep-
tion of the IoT and where we believe the value propositions should be.
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neither customizable nor aware of 
the resources they consume—a Web- 
enabled machine is able to acquire new 
safety or security features and ser-
vices (for example, programs designed 
to clean innovative textiles, such as 
Google’s Project Jacquard [http://levi 
strauss.com/unzipped-blog/2015/05 
/go og le -le v i s-pr oje c t-ja cq u a r d]). 
Connec ting to cloud services and the 
Internet ecosystem enables the wash-
ing machine, for example, to link to 
other objects and build ensembles 
that complement and cooperate with 
one another. 

In such configurations, Web- 
enabled appliances benefit from con-
tinuous machine learning, improving 
their understanding and consideration 
of context and enabling their access to 
ecosystem services (such as weather 
data), markets (such as placing an order 
to replenish washing detergent; www 
.youtube.com/watch?v=U1XOPIqyP7A 
[at 3:02]), and APIs and protocols that 
allow full cooperation with other de-
vices. Thus, network -enabled objects 
embody smart behaviors that make 
them adaptive to new circumstances, 
more resource efficient, and generally 
user optimized.

Fostering ensembles  
of objects and services
Orchestration among an ensemble of 
objects can add to their usefulness and 
value—it facilitates rich, intuitively 
interactive or standardized environ-
ments. In the washing machine exam-
ple shown in Figure 5, users can cus-
tomize and save personal preferences 
via their smartphone. The machine 
can compare efficiency and learn about 
safety hazards from other machines, 
track usage and order replenishment 
of supplies, access knowledge bases 
to learn the most suitable programs 
for washing clothes, and find the best 
price for energy.

Although this is a very simplistic 
example, such IoT innovations can 
allow for resource conservation and 
energy efficiency in a scalable way. It 
follows that such efficiencies can be 
realized at a much larger scale, and in 
industrial IoT ecosystems that can re-
sult in huge cost reductions along with 
green efficiency benefits.

Matching relevant objects and 
services for genuine user benefit
So far we’ve considered mainly static 
actors, but the IoT’s true benefits will 

be felt when we connect contextually 
relevant objects to the right informa-
tion and services. 

Figure 6 shows how the IoT ex-
tends the information graph created 
by the Web, the social graph created 
by  user-generated media, and the phy-
sical graph that links objects and their 
functionalities. Only when these three 
knowledge domains are combined can 
products and services be truly “smart.”

PREREQUISITES FOR   
A GOOD IOT
There are already many successful IoT 
products and services, and even some 
(limited) domain-specific ecosystems 
on the market. Nevertheless, we iden-
tify three areas that require signifi-
cant R&D investment and cooperation 
before an ecosystem can emerge to 
universally interconnect all indus-
tries, people, and spaces (see Figure 7): 

 › data, access-control, and iden-
tity management; 

 › standardized and modular 
system architecture (including 
protocols and IoT schema); and

 › new human–device interaction 
paradigms and techniques. 
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 clothes in the drum
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Figure 5. The various features and benefits enabled by connectivity and access to an online ecosystem.
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Importantly, in our assessment, all 
three areas are more likely to result 
from open peer-production scenarios 
as described by Yochai Benkler.3 This 
will lead to better standards that make 
it feasible for users to learn nuanced 
common practices that can be applied 
internationally across companies, 
pro duct categories, and industrial 
and consumer ecosystems. For exam-
ple, controlling devices with gestures 
or managing complex dataflows are 
two new areas where open standards 
would be beneficial.

Data, access-control,  
and identity management 
In the Internet’s early development, user 
privacy and identity management—
and security, to some extent—weren’t 
at the forefront of its inventors’ minds, 
and were only incorporated into the ser-
vice network much later. User safety has 
also recently become deeply relevant as 
devices like cars and door locks become 
networked.

The IoT extends the physical graph that changes how
we interact with objects and environments. 

Total access and ubiquity of content

Adaptive, self-regulating 
environments that understand 
context and adjust accordingly

The Internet created the information graph that changed
how we produce, access, share, and generate knowledge.

Social media created the social graph that changed how 
we establish and foster relationship with others.

Enabling power to the crowd

Figure 6. How the IoT extends the Web-created information graph, the user-generated media–based social graph, and the object– 
functionality physical graph to create “smart” ecosystems.

Security and
privacy

S i d

Systems and
protocols

UX and HCI

S d

Figure 7. Components of an IoT ecosystem. HCI: human–computer interaction; UX: 
user experience.
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We believe that a system archi-
tected from the ground up, with iden-
tity management and data ownership 
as core features, will better serve users 
in a world of networked things. 

To do this, we’ll first need a solid 
identity management system. All 
IoT objects—such as door locks and 
cars—must have deeply ingrained, 
authority- based usage rights. Es-
tablishing preferred usage patterns 
(personalization) is fundamental, 
especially to reap the benefits of en-
sembles and spaces (in other words, 
to avoid constantly configuring and 
adapting settings). Because every-
thing creates data, we’ll also need to 
clearly define its flow and ownership 
to allow for reasonable and effective 
storage and management. 

The key to mainstream IoT accep-
tance lies in a decentralized, user- 
controlled system with strong data 
management and identity controls 
to elicit greater trust and adequate 
privacy. Security and safety can be 
handled mostly by service providers. 
Figure 8 illustrates the main require-
ments of a trust-generating identity- 
and data- management system. 

Standardized and modular 
system architecture
The current IoT landscape is made 
up of individual solutions, or “walled 

gardens,” that offer special perks for 
customers who buy from the “product 
family.” Although the Internet was de-
veloped around open standards, AOL’s 
and CompuServe’s walled gardens 
were among the first of the Internet’s 
initial development and deployment 
experiments. We now know that the 
open ISP model provided superior 
services to customers, but this experi-
ment needs to be repeated at the begin-
ning of the IoT era.

We’re not dogmatic about open-
ness, but it seems clear to us that the 
Internet’s success is based on the level 
playing field created by open standards 
and interoperability. A successful IoT 
ecosystem will allow start-ups, estab-
lished small and midsize businesses 
(SMBs), and big companies to plug in 
and play a role in building viable prod-
ucts. For the IoT to become a main-
stream success, the IKEAs, Holiday 
Inns, and Disneys of the world—along 
with all kinds of SMBs—must join the 
party and help foment ever more con-
nected hardware and services.

Nearly 100 IoT consortia and stan-
dardization efforts are underway. We 
appreciate the competition to create 
the best system, but from a strategic 
perspective, it’s more desirable for the 
architecture of platforms, schemata, 
and protocols to be modular and for 
their core elements to be maintained by 

transparent meritocratic organizations 
dedicated to the public interest.  

Particularly problematic for the 
mainstreaming of IoT products and 
services is the “app trap”: the tendency 
for each connected thing to develop 
and require its own smartphone app-
lication. We need to move away from 
this paradigm. Single objects or sys-
tems shouldn’t rely on smartphones 
as controllers, but should instead 
use common APIs so that various de-
vices and programs can access and 
control them (given the right creden-
tials). This will enable an ecosystem 
in which users interact with multiple 
devices through voice, gestural, and 
touch interfaces as devices share con-
textual information. Standardization 
will also improve efficiency by en-
abling competition and user choice for 
managing and controlling ensembles 
of devices.  

New paradigms for user interface 
and interaction design
Last but not least, interacting with 
our connected “things” shouldn’t 
revolve around putting little touch-
screens on all of them. Keyboards 
and mice aren’t an effective means 
to use and orchestrate the devices 
surrounding us. As neither of us is 
an expert in human–computer in-
teraction or user- experience design, 

Device hardware and
software consider safety

�rst and are automatically
updated by the manufacturer.

I know my data is secure. I have control over my data,
digital identity, and data
per sensor, per account,
per product, per home.

I know my devices will ask
before sharing any data

with other devices.

Figure 8. Embedding trust into the IoT.  
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it feasible for users to learn nuanced 
common practices that can be applied 
internationally across companies, 
pro duct categories, and industrial 
and consumer ecosystems. For exam-
ple, controlling devices with gestures 
or managing complex dataflows are 
two new areas where open standards 
would be beneficial.

Data, access-control,  
and identity management 
In the Internet’s early development, user 
privacy and identity management—
and security, to some extent—weren’t 
at the forefront of its inventors’ minds, 
and were only incorporated into the ser-
vice network much later. User safety has 
also recently become deeply relevant as 
devices like cars and door locks become 
networked.

The IoT extends the physical graph that changes how
we interact with objects and environments. 

Total access and ubiquity of content

Adaptive, self-regulating 
environments that understand 
context and adjust accordingly

The Internet created the information graph that changed
how we produce, access, share, and generate knowledge.

Social media created the social graph that changed how 
we establish and foster relationship with others.

Enabling power to the crowd

Figure 6. How the IoT extends the Web-created information graph, the user-generated media–based social graph, and the object– 
functionality physical graph to create “smart” ecosystems.
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Systems and
protocols
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Figure 7. Components of an IoT ecosystem. HCI: human–computer interaction; UX: 
user experience.
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we refrain from making assessments 
about these challenges and oppor-
tunities. Instead, we provide a few 
examples of non traditional IoT inter-
faces in Figure 9.   

It’s not possible in such a short ar-
ticle to comprehensively analyze 
the IoT with its multifaceted di-

mensions. We hope, however, that 
our analysis here might illustrate 
the IoT’s core potential and articulate 
some of the barriers to the adoption 
of a universal, mainstream IoT. As 
we strongly believe in openness and 
collaboration, we very much look for-
ward to teaming up and building a 
good IoT with all of you. 

Let’s expand the Internet’s success 
story in terms of permissionless inno-
vation and level the playing � eld for all 
competing innovators.

Let’s promote an interoperable eco-
system based on open standards. 

Let’s make identity, access-control, 
and data management an essential 
part of the technological architecture 
from the start of the IoT evolution. 

Let’s take the Internet to the next 
physical level. 
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B ig Data has become an immanently impor-
tant topic in many application areas such as 
smart cities, smart factories, the smart grid, 

or smart mobility. Gartner estimates that there 
are already 1.1 billion connected physical devices 
alone for smart cities in 2015, and expects this 
number to rise to almost 10 billion devices in 
2020 (www.gartner.com/newsroom/id/3008917). 
These connected devices form the so-called Inter-
net of Things (IoT).

Although the IoT enables new opportunities 
in different industries and application areas, its 
potential benefits are only realizable once impor-
tant research questions in the field of Big Data 
have been answered. These questions range from 
data access, storage, discovery, analysis, or pro-
cessing to reasoning on Big Data. Especially smart 
systems — such as smart cities and the IoT — 
require real-time processing capabilities (includ-
ing stream processing) to provide value-added 
services.1 Although stream processing has been an 
active research area for several years, the topic is 
gaining momentum as the emerging IoT increases 
the amount of continuous streaming data (such as 
sensor data) to previously unknown levels.

IoT-based value-added services are triggered 
by sensor events or user requests, which lead to 
variable system loads being handled by stream 
processing systems. To cope with these chal-
lenges, a stream processing system must be elas-
tic in terms of its processing capabilities.

Regarding elasticity, we consider three inter-
dependent dimensions. The first dimension is 

 quality elasticity. This deals with aspects such as 
the response time, the quality of a response for 
queries against streaming data, or the amount of 
successfully processed streaming data. If too much 
data must be handled by a stream processing sys-
tem, this can lead to a reduction in service qual-
ity2 or to all non-processable data being dropped.

The second dimension is resource elasticity. 
It indicates that the amount of computational 
resources required to process streaming data must 
be adapted at runtime to cope with the current 
system load.3 Until now, most stream processing 
systems ran on fixed computational resources in 
one location, such as a data center, and could 
distribute the workload only among these fixed 
resources. In fact, systems with fixed resources 
could adapt to volatile data rates only by reduc-
ing the quality of service (QoS).

The third dimension is data elasticity. This 
means that data aren’t necessarily stored or pro-
cessed locally, but rather in various remote data 
repositories in the Cloud. NoSQL approaches, 
such as MongoDB (www.mongodb.org), already 
envision the distributed storage of huge amounts 
of data, but until now, stream processing hasn’t 
applied these NoSQL concepts.

To take stream processing to the next level, 
resource elasticity is a prerequisite to maintain 
service-level agreements (SLAs), regardless of 
the system load. It’s also an efficient approach 
to elastically deal with huge amounts of stored 
data located in different geographical locations. 
In order to back up our claims, we provide a 
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 scenario from the mobility domain 
(see the related sidebar), propose elas-
tic stream processing for distributed 
environments, and identify several 
open research challenges. Let’s begin 
by taking a closer look at the pro-
posed model.

Conceptual Overview
To cope with the changing resource 
requirements and different geograph-
ical locations of sensors as well as the 
stream processing nodes, we propose 
an elastic stream processing model 
for distributed environments. Our 
model is composed of multiple self-
contained nodes (see Figure 1).

As we discuss in the sidebar 
“Related Work in Stream Processing,” 
in the past stream processing sys-
tems generally pursued a monolithic 
approach where a centralized com-
ponent manages the communication 
and execution of stream processing 
operations. These operations range 
from filtering data, to querying sensor 
data for a specific time span, to cus-
tomizing business logic (for example, 
transforming sensor data into other 
data formats).

Monolithic systems are deployed 
in one geographic location (on a 
cluster, for example), which eases 
the communication among the dif-
ferent processing nodes as well as 
the resource management for the 
processing operations. In the past, 
static stream processing scenarios 
with short and reliable communica-
tion paths successfully applied this 
centralized approach. Nevertheless, 
this approach is unsuitable for the 
IoT, because IoT scenarios are likely 
to evolve over time, in the sense that 
a smart city is constantly evolving. 
This leads to continuous changes of 
the IoT landscape, and therefore also 
to the stream processing infrastruc-
ture. To counter the IoT domain’s 
challenges, we must design an elastic 
stream processing model consisting 
of self-contained nodes that we can 
orchestrate during runtime.

The left side of Figure 1 shows an 
exemplary choreography based on a 
motivational scenario, and the right side 
presents one of the processing nodes in 
detail. Such a node is deployed on fixed 
computational resources (for instance, in 
a cloud-based infrastructure), where 
each node can autonomously allocate 
computational resources according to 
the data rates. To realize elastic scal-
ing, the node can allocate additional 
resources — obtaining, for example, vir-
tual machines (VMs) as child nodes —  
and then it can deploy processing oper-
ations on these VMs.

Besides the elastic data process-
ing capabilities, each single node 
also maintains data storage (such as 
a database) to realize stateful opera-
tions (such as data aggregations) as 
well as a messaging infrastructure to 
receive data from sensors or preced-
ing nodes. For the outgoing commu-
nication, the node further maintains 
a message buffer to ensure that no 
information is lost, if communication 
to succeeding nodes isn’t possible 
due to temporary technical failures or 
environmental aspects, such as com-
munication dead spots. The node’s 

last component is the monitor, which 
records changing data rates over time 
to allow predictive reasoning for the 
identification of future computational 
resource requirements.

Open Research Challenges
Even though elastic stream process-
ing builds on established principles 
and concepts, four important research 
challenges (detailed in the following) 
must be addressed to achieve wide-
spread adoption. These topics include 
methodologies and algorithms as well 
as the software tools necessary to 
realize elastic stream processing for 
distributed environments.

Cost-Efficient Resource 
Provisioning
Although there has been much research 
toward the optimal  deployment of 
stream processing operations on 
fixed resources, there are hardly any 
advances in leveraging the resource 
elasticity provided by cloud-based 
resources. Because the system load 
varies over time due to varying data 
rates, a stream processing system may 
run into over- or underprovisioning 

Figure 1. Elastic stream processing model. On the left we show the 
choreography based on a motivational scenario, and on the right we show a 
processing node in detail.
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B ig Data has become an immanently impor-
tant topic in many application areas such as 
smart cities, smart factories, the smart grid, 

or smart mobility. Gartner estimates that there 
are already 1.1 billion connected physical devices 
alone for smart cities in 2015, and expects this 
number to rise to almost 10 billion devices in 
2020 (www.gartner.com/newsroom/id/3008917). 
These connected devices form the so-called Inter-
net of Things (IoT).

Although the IoT enables new opportunities 
in different industries and application areas, its 
potential benefits are only realizable once impor-
tant research questions in the field of Big Data 
have been answered. These questions range from 
data access, storage, discovery, analysis, or pro-
cessing to reasoning on Big Data. Especially smart 
systems — such as smart cities and the IoT — 
require real-time processing capabilities (includ-
ing stream processing) to provide value-added 
services.1 Although stream processing has been an 
active research area for several years, the topic is 
gaining momentum as the emerging IoT increases 
the amount of continuous streaming data (such as 
sensor data) to previously unknown levels.

IoT-based value-added services are triggered 
by sensor events or user requests, which lead to 
variable system loads being handled by stream 
processing systems. To cope with these chal-
lenges, a stream processing system must be elas-
tic in terms of its processing capabilities.

Regarding elasticity, we consider three inter-
dependent dimensions. The first dimension is 

 quality elasticity. This deals with aspects such as 
the response time, the quality of a response for 
queries against streaming data, or the amount of 
successfully processed streaming data. If too much 
data must be handled by a stream processing sys-
tem, this can lead to a reduction in service qual-
ity2 or to all non-processable data being dropped.

The second dimension is resource elasticity. 
It indicates that the amount of computational 
resources required to process streaming data must 
be adapted at runtime to cope with the current 
system load.3 Until now, most stream processing 
systems ran on fixed computational resources in 
one location, such as a data center, and could 
distribute the workload only among these fixed 
resources. In fact, systems with fixed resources 
could adapt to volatile data rates only by reduc-
ing the quality of service (QoS).

The third dimension is data elasticity. This 
means that data aren’t necessarily stored or pro-
cessed locally, but rather in various remote data 
repositories in the Cloud. NoSQL approaches, 
such as MongoDB (www.mongodb.org), already 
envision the distributed storage of huge amounts 
of data, but until now, stream processing hasn’t 
applied these NoSQL concepts.

To take stream processing to the next level, 
resource elasticity is a prerequisite to maintain 
service-level agreements (SLAs), regardless of 
the system load. It’s also an efficient approach 
to elastically deal with huge amounts of stored 
data located in different geographical locations. 
In order to back up our claims, we provide a 
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scenarios, if the system only has a 
fixed amount of resources at its dis-
posal. For instance, in off-peak times, 
a stream processing system could run 
into an overprovisioning scenario, 
because not all available computa-
tional resources are used. However, a 
stream processing system may also run 
into an underprovisioning scenario at 
peak times, when the stream-process-
ing system can’t process all incoming 
requests or streaming data, and there-
fore violates SLAs. The cloud comput-

ing paradigm4 provides a promising 
solution by replacing fixed resources 
with elastic ones. A resource-elastic 
stream processing system leases and 
releases the required computational 
resources on demand to minimize the 
operational costs while guaranteeing 
a high QoS.

Although the introduction of elas-
tic resources provides a solution to 
resource-related challenges, the ad 
hoc nature of such resource-allocation 
approaches introduces a dimension 

of complexity for deploying stream 
processing operations. Also, the leas-
ing and releasing strategy must be 
optimized for real-world require-
ments, such as the billing time unit 
(the minimal leasing duration for 
cloud resources) and historical data 
rates. Such data rates allow the stream 
processing system to predict future 
resource requirements and optimize 
allocation of elastic resources just 
in time to avoid underprovisioning 
scenarios.

Mobility Domain Scenario

Our motivation for elastic stream processing originates 
from the omnipresent trend towards smart cities. Smart 

cities rely on numerous sensors that cover different aspects 
of the city’s management and interaction with citizens, such as 
smart energy, smart homes, and smart transport networks.1 
These smart systems form a distributed environment. To dem-
onstrate the challenges for stream processing, we consider an 
intelligent transportation system (ITS).2 The ITS is responsible 
for monitoring and directing public transport as well as manag-
ing related infrastructure, such as information displays. The ITS 
depends on different data sources — for example, GPS sensors 
mounted on public transport vehicles, traffic information (such 
as induction loops measuring the number of cars driving by), or 
weather information.

Figure A illustrates the orchestration of the ITS’s different 
data sources and stream processing operations. Four value-
adding services are depicted that are relevant for system users. 
The first two services represent simple services that notify 
the driver of a public transport vehicle about the latest traffic 
information. Each service consists of two stateless processing 
operations (see Figure A). The first operation filters traffic sen-
sor data and the second operation propagates the information 
to the drivers.

More complex services, such as the update service for dis-
plays, obtain information from all four data sources, an addi-
tional operation (which calculates public transport vehicles’ 
movement speed based on GPS locations over time), as well as 
routing information. The routing information is obtained from 
a cloud-based data repository. Movement speed and sensor 
information are then forwarded to the prediction operation, 
which reasons on the data. This prediction operation is stateful, 
because it stores historic predictions over a longer time span to 
provide better prediction results.

besides the operational components, the ITS also pro-
vides real-time routing information for public transport. Pub-
lic transport users initiate routing queries and three stateless 

operations process each query to obtain the desired result for 
the user.

The individual sensors’ data rates (the amount of informa-
tion provided by the sensor at a specific point in time) changes 
throughout the course of the day, mainly because of the com-
muters’ different driving directions. These volatile data rates 
challenge a stream processing system to cope with varying 
resource requirements to process streaming data.

The stream processing system further obtains the information 
from different sensors and data repositories (such as roadmaps), 
which are located in different geographical locations. because 
the data originate from different infrastructures, the data might 
be inconsistent across various sources:  A GPS device reports a  
bus driving on a specific street while an induction loop on that 
same street detects a traffic jam.

When processing streaming data from various sources, it’s 
challenging to select the most accurate and reliable data source. 
In terms of cost and performance optimization, it’s desirable to 
process the data geographically from the closest location. This 
reduces the effort required, such as data transfer costs that are 
required to transfer streaming data.

This scenario provides a brief glance at services and chal-
lenges from the mobility domain. Similar use cases also arise 
in other domains, such as building automation for smart cities, 
which involves monitoring countless sensors and processing 
their data to ensure a safe and pleasant environment. We fur-
ther envision similar challenges in other areas such as e-health-
care, where systems must process large amounts of data in real 
time to gain insight into a patient’s time-dependent information, 
such as heart rate or temperature.
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SLAs’ Data Stream Processing
Because quality elasticity represents 
one of the elasticity dimensions for 
stream processing, we must design 
appropriate SLAs to assess the QoS for 
elastic stream processing. Until now, 
stream processing only considered the 
latency of processed streaming data 
or the ratio of dropped streaming data 
in comparison to all streaming data.

Besides such basic SLAs, there 
are other areas that SLAs can cover: 
First, SLAs can be applied to queries 

on streaming data, making it pos-
sible to relax the result’s quality in a 
controlled manner by shortening the 
observation time span or omitting rel-
evant query data.

Second, SLAs can be assigned to 
individual streaming data, such as 
 privacy restrictions or stating a valid-
ity period. In some domains, the infor-
mation provided by sensors is transient 
and the information may be outdated 
after a few seconds. Therefore, it’s pos-
sible to implement a context-sensitive 

load-shedding mechanism that discards 
all outdated data, instead of randomly 
discarding data to reduce the load.

Efficiently Placing and Migrating 
Stream Processing Nodes
Optimal placement of stream process-
ing nodes is crucial for performance- 
and cost-efficient stream processing 
in the IoT. Different deployments are 
possible for stream processing nodes —  
for instance, on an embedded infra-
structure with limited processing and 

Figure A. Motivational scenario. Orchestrating the different data sources and stream processing operations provided by an intelligent 
transportation system (ITS).
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scenarios, if the system only has a 
fixed amount of resources at its dis-
posal. For instance, in off-peak times, 
a stream processing system could run 
into an overprovisioning scenario, 
because not all available computa-
tional resources are used. However, a 
stream processing system may also run 
into an underprovisioning scenario at 
peak times, when the stream-process-
ing system can’t process all incoming 
requests or streaming data, and there-
fore violates SLAs. The cloud comput-

ing paradigm4 provides a promising 
solution by replacing fixed resources 
with elastic ones. A resource-elastic 
stream processing system leases and 
releases the required computational 
resources on demand to minimize the 
operational costs while guaranteeing 
a high QoS.

Although the introduction of elas-
tic resources provides a solution to 
resource-related challenges, the ad 
hoc nature of such resource-allocation 
approaches introduces a dimension 

of complexity for deploying stream 
processing operations. Also, the leas-
ing and releasing strategy must be 
optimized for real-world require-
ments, such as the billing time unit 
(the minimal leasing duration for 
cloud resources) and historical data 
rates. Such data rates allow the stream 
processing system to predict future 
resource requirements and optimize 
allocation of elastic resources just 
in time to avoid underprovisioning 
scenarios.

Mobility Domain Scenario

Our motivation for elastic stream processing originates 
from the omnipresent trend towards smart cities. Smart 

cities rely on numerous sensors that cover different aspects 
of the city’s management and interaction with citizens, such as 
smart energy, smart homes, and smart transport networks.1 
These smart systems form a distributed environment. To dem-
onstrate the challenges for stream processing, we consider an 
intelligent transportation system (ITS).2 The ITS is responsible 
for monitoring and directing public transport as well as manag-
ing related infrastructure, such as information displays. The ITS 
depends on different data sources — for example, GPS sensors 
mounted on public transport vehicles, traffic information (such 
as induction loops measuring the number of cars driving by), or 
weather information.

Figure A illustrates the orchestration of the ITS’s different 
data sources and stream processing operations. Four value-
adding services are depicted that are relevant for system users. 
The first two services represent simple services that notify 
the driver of a public transport vehicle about the latest traffic 
information. Each service consists of two stateless processing 
operations (see Figure A). The first operation filters traffic sen-
sor data and the second operation propagates the information 
to the drivers.

More complex services, such as the update service for dis-
plays, obtain information from all four data sources, an addi-
tional operation (which calculates public transport vehicles’ 
movement speed based on GPS locations over time), as well as 
routing information. The routing information is obtained from 
a cloud-based data repository. Movement speed and sensor 
information are then forwarded to the prediction operation, 
which reasons on the data. This prediction operation is stateful, 
because it stores historic predictions over a longer time span to 
provide better prediction results.

besides the operational components, the ITS also pro-
vides real-time routing information for public transport. Pub-
lic transport users initiate routing queries and three stateless 

operations process each query to obtain the desired result for 
the user.

The individual sensors’ data rates (the amount of informa-
tion provided by the sensor at a specific point in time) changes 
throughout the course of the day, mainly because of the com-
muters’ different driving directions. These volatile data rates 
challenge a stream processing system to cope with varying 
resource requirements to process streaming data.

The stream processing system further obtains the information 
from different sensors and data repositories (such as roadmaps), 
which are located in different geographical locations. because 
the data originate from different infrastructures, the data might 
be inconsistent across various sources:  A GPS device reports a  
bus driving on a specific street while an induction loop on that 
same street detects a traffic jam.

When processing streaming data from various sources, it’s 
challenging to select the most accurate and reliable data source. 
In terms of cost and performance optimization, it’s desirable to 
process the data geographically from the closest location. This 
reduces the effort required, such as data transfer costs that are 
required to transfer streaming data.

This scenario provides a brief glance at services and chal-
lenges from the mobility domain. Similar use cases also arise 
in other domains, such as building automation for smart cities, 
which involves monitoring countless sensors and processing 
their data to ensure a safe and pleasant environment. We fur-
ther envision similar challenges in other areas such as e-health-
care, where systems must process large amounts of data in real 
time to gain insight into a patient’s time-dependent information, 
such as heart rate or temperature.
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storage capabilities next to the sensor; 
on clusters with fixed computational 
resources; or on a cloud infrastruc-
ture that provides unlimited compu-
tational resources and unlimited data 
storage.

Besides the volatile resource require -
ments, it’s also important to consider 
the communication channels between 
the different nodes’ locations, as well 
as relevant SLAs (for example, the 
maximum processing time for stream-
ing data or the ratio of discarded 
streaming data). These different aspects 
form a nondeterministic polynomial 
time (NP)-complete problem for an 
optimal deployment solution in terms 
of costs, performance, and SLAs. Along 
with the optimal initial deployment, it’s 
important to investigate robust migra-
tion strategies for processing nodes. 
Because the IoT landscape is constantly 
evolving, we might need to migrate 

processing nodes from one geographi-
cal location to another during runtime. 
This requires a sophisticated migration 
strategy to ensure a consistent state for 
stateful stream processing nodes while 
maintaining continuous uptime and 
responsiveness.

Data Elasticity
Optimal and efficient access to the 
data from remote data repositories 
is required, but this efficiency gain 
must not reduce the streaming data’s 
quality and availability. Because the 
data originates from geographically 
distributed as well as inconsistent 
or even conflicting data sources, 
we must develop methodologies for 
stream processing to consolidate the 
streaming data at runtime. These 
methodologies should be robust 
when data are noisy, uncertain, 
delayed, or (at worst) unavailable. 

Current advances in Semantic Web 
technologies represent one possible 
solution approach that could help 
define requirements on data and its 
representation. To achieve this, the 
level of description must be mini-
mal to avoid overloading the stream 
processing system, which aims to 
manipulate light objects with only 
minimal operational overhead.

B ased on current state-of-the-
art stream processing and the 

future challenges we anticipate with 
the IoT, we identified several open 
areas for research in elastic stream 
processing for distributed envi-
ronments. Although there’s room 
for improvement, elastic stream 
processing can handle the chal-
lenges issued by the IoT to realize 
smart systems. 

Related Work in Stream Processing

because data rates change over time—in some cases even 
drastically—processing this data in real time isn’t a straight-

forward task. To process streaming data, different stream pro-
cessing systems such as Aurora,1 borealis,2 MillWheel,3 or IbM 
System S4 provide solutions.

Early stream processing systems like borealis2 originate 
from the database-management domain. From a high-level per-
spective, such systems extend the relational database model to 
support the continuous aspects of streaming data. The borea-
lis architecture considers different processing nodes—such as 
software components that process streaming information—to 
enable parallel data processing for large amounts of data. How-
ever, the architecture only considers quality elasticity in terms 
of load shedding to deal with load peaks.

More advanced stream processing systems such as IbM Sys-
tem S4 reliably and efficiently process different kinds of stream-
ing data (such as financial or telecommunication data). Although 
the processing nodes support a distributed deployment (on a 
cluster, for example), IbM System S still maintains several central-
ized components, which manage monitoring, communication, and 
failure recovery. besides research prototypes like borealis, and 
proprietary stream processing systems such as IbM System S, 
there are also community-driven frameworks like Apache Storm 
(https://storm.apache.org) or Apache S4 (http://incubator.apache.
org/s4/). both frameworks can process huge amounts of data for 
Web-based services, to process social media data, for example. 

The architecture of these frameworks is based on a central 
component that manages data flow. Even though these stream 
processing frameworks feature a cluster-based deployment, they 
don’t support resource elasticity for single processing nodes or 
an orchestration of processing nodes during runtime.

More recently, benjamin Satzger and his colleagues5 pro-
posed an elastic stream computing platform for the Cloud, 
which provides an easy-to-use programming model to leverage 
the resource elasticity of the Cloud to deal with volatile data 
rates. However, their prototype doesn’t address the challenges 
of accessing relevant data from different cloud infrastructures. 
Instead, they focus on elastically allocating computational 
resources in the Cloud for one static data stream processing 
application.
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manipulate light objects with only 
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the IoT, we identified several open 
areas for research in elastic stream 
processing for distributed envi-
ronments. Although there’s room 
for improvement, elastic stream 
processing can handle the chal-
lenges issued by the IoT to realize 
smart systems. 
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because data rates change over time—in some cases even 
drastically—processing this data in real time isn’t a straight-

forward task. To process streaming data, different stream pro-
cessing systems such as Aurora,1 borealis,2 MillWheel,3 or IbM 
System S4 provide solutions.

Early stream processing systems like borealis2 originate 
from the database-management domain. From a high-level per-
spective, such systems extend the relational database model to 
support the continuous aspects of streaming data. The borea-
lis architecture considers different processing nodes—such as 
software components that process streaming information—to 
enable parallel data processing for large amounts of data. How-
ever, the architecture only considers quality elasticity in terms 
of load shedding to deal with load peaks.

More advanced stream processing systems such as IbM Sys-
tem S4 reliably and efficiently process different kinds of stream-
ing data (such as financial or telecommunication data). Although 
the processing nodes support a distributed deployment (on a 
cluster, for example), IbM System S still maintains several central-
ized components, which manage monitoring, communication, and 
failure recovery. besides research prototypes like borealis, and 
proprietary stream processing systems such as IbM System S, 
there are also community-driven frameworks like Apache Storm 
(https://storm.apache.org) or Apache S4 (http://incubator.apache.
org/s4/). both frameworks can process huge amounts of data for 
Web-based services, to process social media data, for example. 

The architecture of these frameworks is based on a central 
component that manages data flow. Even though these stream 
processing frameworks feature a cluster-based deployment, they 
don’t support resource elasticity for single processing nodes or 
an orchestration of processing nodes during runtime.

More recently, benjamin Satzger and his colleagues5 pro-
posed an elastic stream computing platform for the Cloud, 
which provides an easy-to-use programming model to leverage 
the resource elasticity of the Cloud to deal with volatile data 
rates. However, their prototype doesn’t address the challenges 
of accessing relevant data from different cloud infrastructures. 
Instead, they focus on elastically allocating computational 
resources in the Cloud for one static data stream processing 
application.
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From the Editor in Chief
Editor in Chief: Maria R. Ebling   n   IBM T.J. Watson Research Center   n   ebling@us.ibm.com

Where was IEEE Pervasive Comput-
ing 10 years ago? What were our 

special issue topics, and what were the 
top papers from each of those issues? 
What were the burning issues, and 
where do those issues stand today? 
Let’s turn back the clock.

TEn YEarS ago
In 2005, Pervasive Computing was only 
in its fourth year, a toddler. Mahadev 
Satyanarayanan, our founding father, 
was still at the helm.

Our January–March issue focused 
on “Energy Harvesting and Conser-
vation.” Our top-cited article from 
this issue was Joseph Paradiso and 
Thad Starner’s “Energy Scavenging for 
Mobile and Wireless Electronics.” Saty-
anarayanan’s argument that “radical 
improvements in battery technology 
are unlikely”1 certainly rings true. Bat-
tery life remains an important issue. In 
fact, at our editorial board meeting this 
past June, we selected energy harvest-
ing as a theme for an upcoming special 
issue.

Our April–June issue focused on 
“The Smart Phone.” Satyanarayanan 
observed that the most common perva-
sive device was the cell phone,2 and the 
issue examined what would come next. 
Now, 10 years later, that has become 
clear. Smartphones are, indeed, ubiqui-
tous. They include both PDA capabili-
ties and email access, but so much more 
with music, games, health and fitness, 

and the ability to manage membership 
cards. The only thing my smartphone 
does not yet manage is my keys, and 
I think that is only a matter of time. 
Our top-cited article from this issue 
was “ContextPhone: A Prototyping 
Platform for Context-Aware Mobile 
Applications” by Mika Raento, Antti 
Oulasvirta, Renaud Petit, and Hannu 
Toivonen. I would argue that this is 
pretty much a solved problem at this 
point, with mobile apps having access 
to a plethora of context information.

Our July–September 2005 issue 
focused on “Sports Technologies.” This 
issue examined the use of pervasive 
sensing in sports, from equipment, to 
athletes, to sports governance. With the 
Deflategate scandal from the American 
Football Conference (AFC) Champion-
ship Game earlier this year,3 it is clear 
that sensing in sports is not yet a solved 
problem. In fact, as with energy har-
vesting, our editorial board meeting 
identified sports and fitness as a theme 
topic for a future issue.

Our October–December 2005 issue 
focused on “Rapid Prototyping.” 
Our most-cited article was written 
by Feng Zhu, Matt Mutka, and Lio-
nel Ni on “Service Discovery in Per-
vasive Computing Environments.” 
Looking at the literature, service dis-
covery certainly remains a common 
topic for papers in mobile and per-
vasive computing, although service 
discovery has also made  significant 
progress, such as the ease with which 
we can now connect headsets via 
Bluetooth or phones and laptops to 
Wi-Fi networks. Rapid prototyping, 
though not a solved problem, has 
also become easier. Just look at the 
progress people make during very 
short-term hackathons!

I hope you enjoyed this trip down 
memory lane as much as I did. I found 
it fascinating to see what we were 
doing 10 years ago, realizing just how 
far we have come! This year’s special 
issues have focused on “Privacy and 
Security,” “Smart Spaces,” “Digitally 
Enhanced Reality,” and “Pervasive 
Food.” Some of these topics could eas-
ily have been topics of interest a decade 
ago, and others I think are well beyond 
where we were back then, especially 
this issue’s focus on food.

In ThIS ISSuE
In addition to our theme articles on 
pervasive food, we also have two fea-
ture articles.

Turning Back the Clock
Maria R. Ebling, IBM T.J. Watson Research Center

With the Deflategate scandal 
from the AFC Championship 
Game earlier this year, it is 

clear that sensing in sports is 
not yet a solved problem.
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In “Classifying Text-Based Computer 
Interactions for Health Monitoring,” 
Lisa Vizer and Andrew Sears examine 
the differences in typing behaviors by 
older adults with and without early 
cognitive impairment. They look at 
typing speeds and pauses between key-
strokes, as well as the complexity of the 
language used and the number of refer-
ences to other people. Their results show 
a promising mechanism to  identify (and 
potentially measure the progress of) cog-
nitive impairment in older adults using a 
common, everyday task. If this mecha-
nism bears fruit, we might have a way to 
routinely monitor cognitive impairment 
in a minimally invasive manner.

For our second feature article, Mitja 
Luštrek, Hristijan Gjoreski, Narciso 
González Vega, Simon Kozina, Božidara 
Cvetković, Violeta Mirchevska, and 
Matjaž Gams present “Fall Detection 
Using Location Sensors and Acceler-
ometers.” In this article, the authors 
describe a system that uses wearable 
location sensors, enhanced with acceler-
ometer sensors, to detect falls with sur-
prising accuracy. Given the demograph-
ics of our aging population around the 
developed world, solutions such as this 
will prove important as we learn to help 
our elders (including, in many cases, 
ourselves) live independently longer and 
with fewer care providers.

We also have several interesting 
departments this issue. In our Smart-
phones department, Lori Flynn and 
Will Klieber from CERT discuss secu-
rity issues as they relate to smartphones. 
They point out the amount of sensi-
tive data, both personal and business, 
stored on smartphones and the need for 
vigilance. They examine all of the com-
mon smartphone platforms and operat-
ing systems. I strongly encourage you to 
take the time to read through this.

In our Conferences department, Ana 
Nika, Sofia Scataglini, and Sirine Taleb 
provide a fantastic overview of MobiSys 
2015. Some interesting highlights include 
a keynote by Krishan Sabnani (Research 
VP at Bell Labs), a ring that detects typ-
ing on a non-existent keyboard from 

 Shahriar Nirjon (HP Labs), and a joint 
session between WWW and MobiSys.

In our Innovations in Ubicomp 
Products Department, Lars Lischke, 
Dominik Weber, and Scott Green-
wald observe that we now also have 
“boards” in widespread use and not just 
the “tabs” and “pads” from Weiser’s 
vision.4 As someone who does not pay 
much attention to the latest  television 
technology, such as “Apple TV”  
and “Chromecast,” I enjoyed learning 
about the smart TV “boards” and their 
interactions with the “tabs” and “pads” 
of today. I also found the discussion of 
“Android Auto” an interesting fore-
shadowing for our upcoming special 
issue on smart vehicles.

Our Notes from the Community 
department looks at a wide variety of 
topics. I find the use of location technol-
ogy by the NFL interesting, but I would 
have expected to find the technology in 
the footballs rather than on the players 
after last year’s “deflategate” scandal. I 
have to admit that I have a very nega-
tive reaction to the Jewelbots. Though 
middle-school girls might think they 
are very cool (and the Jewelbots might 
sell like hotcakes), the new opportu-
nities for bullying are very real. I also 
found the discussion about Aibo being 
on the endangered species list to open 
an important topic of conversation. As 

we look at robots to be companions for 
our aging population, we really need to 
consider the ability of those seniors to 
adjust to new “companions.” Are there 
ways we could make the “personality” 
portable so that it can be moved into a 
new robot as the technology improves 
so that our senior citizens do not have 
to grieve the loss of another “friend”? I 
have mixed feelings about the “Do Not 
Fly Over” list. I appreciate the attempt 
to “do the right thing,” but I fear it will 
work about as well as the “Do Not 
Call” list does with chimney sweep 
companies! These are but a few of the 
topics covered in this issue’s column.

Finally, in our Pervasive Health depart-
ment, Michael Gonzales and Hanna 
Schneider provide a thorough overview 
of the Pervasive Health conference, 
which was held this past May in Tur-
key. From the keynotes to the technical 
sessions, it sounds like a wide variety of 
healthcare-related work was presented. 
I look forward to the day when some 
of these technologies prove successful 
enough to help patients in the real world.

R eviewing how far we’ve come 
makes me wonder where we’ll 

be in another 10 years. Will the vision 
of robotic companions help address 
the challenges surrounding an aging 

Pervasive bored and brilliant challenge

this issue’s challenge is to consider how an electronic reading device, such as a 
Kindle, enhances or detracts from boredom. is such a device simply a lighter replace-
ment for a paperback book that you would otherwise carry around? or is it some-
thing that you find yourself using for time-wasting activities?

these are questions to which i have been giving much thought since i initially heard 
the nPr “bored and brilliant” series (www.wnyc.org/series/bored-and-brilliant). i own 
a smartphone, but i also own an electronic book. i do not read books on my smart-
phone because i prefer the experience of my ebook. based on my observations of my 
own ebook-reading behavior, i use my ebook at times and places where i would have 
picked up a paper-based book. i don’t reach for my ebook every spare moment in the 
same way that i do my phone. in fact, i often do not carry my ebook with me. i much 
prefer my ebook to paper-based books simply because of the weight of some of the 
books i like to read. i also prefer it when i travel because i can bring a number of titles 
with me for the same investment in space and weight. i must admit that in consider-
ing these questions for myself, i do not consider my ebook in the same class as my 
smartphone in terms of avoiding boredom.

returning back to last issue’s challenge of deleting time-wasting apps from your 
phone, i have identified the next game that needs to go ... now i just have to hit the 
delete key!
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past June, we selected energy harvest-
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 population? Will autonomous cars be 
commonplace? Where will we be on 
energy generation and consumption? 
What device might displace the smart-
phone? My personal opinion is that we 
will make some pretty impressive prog-
ress on home robots and autonomous 
vehicles, in part because the demo-
graphics demand that we do. I fear that 
the battery issues will still be challeng-
ing us. For my generation, I expect a 
smartwatch could displace the smart-
phone or perhaps a smart “pin” (similar 
to Dick Tracy’s watch or the Star Trek 
tricorder). Only time will tell.... 
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Ask Your Doctor ... About Computers
Joseph November
University of South Carolina Editor: Bradley Fidler

Do you ever get the feeling that your healthcare pro-
viders are decades behind the times when it comes to
information technology? Does it trouble you that your
credit score is instantly accessible around the country
but your health record cannot even follow you around
the block? If the answer to these questions is “yes,” then
the time may be right to ask your doctor about com-
puters. How might a chat with your doctor about com-
puters go? What you hear will likely be mostly negative.
“Doctors say electronic records waste time,” ran one US
News & World Report headline, which was followed by
the claim that “technology has slowed doctors’ work.”1

As historians of computing, we have the resources
not only to help the general public think more con-
structively about the roles of computers in medicine,
but also to see how what is happening in medicine lays
bare the great and small changes the use of information
technology has brought to everyday life. More specifi-
cally, we can answer an important question that lies, in
part, behind primary care physicians’ dislike of elec-
tronic records: How did we wind up with computers in
most doctors’ offices but little communication between
these computers?

Toward Electronic Health Records
Your physician’s chief complaint will likely include
mention of the HITECH (Health Information Technol-
ogy for Economic and Clinical Health) Act and of Epic
Systems. The HITECH Act, a major part of the American
Recovery and Reinvestment Act of 2009 (aka The Recov-
ery Act), mandated that the US Department of Health
andHuman Services (HHS) spend on the order of $25 to
$45 billion to create a national, electronic network for
medical records. American healthcare providers, rang-
ing from large hospital systems to small private practi-
ces, were granted these HHS funds to start using
computers to create an electronic health record (EHR)
for each patient. For proponents of President Obama’s
plan to provide health coverage for all Americans, an
effective EHR was hailed as a means to cut costs while at
the same time improving the quality of care. With the
HITECH Act in place, Americans had, in principle, a
mechanism to encourage (via generous grants) health-
care providers to go digital and punish (via steep fines)
those who would not. Proving compliance, particularly
to electronic security and privacy measures mandated
by the act, can be a nightmarish process.

The most widespread EHR software the HITECH Act
encouraged—or forced—physicians to adopt are prod-
ucts of the privately held Epic Systems Corporation,

which developed software that manages the health
records of most Americans (approximately 170 million
people). For the purpose of bringing a given institution
into compliance with the HITECH Act, Epic’s products
have a reputation for getting the job done. Nevertheless,
they are also notoriously expensive and ineffective when
it comes to sending heath records from one institution
to another, even when both are using Epic software.2

Epic’s interoperability problems, coupled with the
theme-park atmosphere at Epic’s “Intergalactic Head-
quarters,” generated fierce criticism of the company
across the political spectrum and widespreadmockery of
its slogan “Do good. Have fun.Makemoney.”3

By some measures, the carrot-and-stick approach of
the HITECH Act worked. In 2008, less than one in five
doctors in the US kept some form of electronic records.
By late 2015 that proportion had risen to more than
four in five.4 Hospitals have seen an even more dra-
matic rate of EHR adoption. In 2009, just 9 percent of
hospitals used EHRs, whereas today that figure exceeds
75 percent.5 The clinic may have become home to a
“strange tribe” of compulsive computer users whoman-
ufacture database records, but there is an odd limit to
this activity.6 Health records, even if they are kept
locally in entirely digital format, still are generally faxed
or mailed between clinics. Furthermore, American
patients simply do not have a centralized health record
any care provider could access.

MUMPS in Your Medical History
The origins of this situation is not just or even mainly
about protecting patients’ privacy—by 2016 most
American adults have become accustomed to handling
private personal information online. Instead, the
answer lies in the history of computing. Epic and many
of its counterparts are built around the Massachusetts
General Hospital Utility Multi-Programming System
(MUMPS), which was developed in the late 1960s.
MUMPS is not somuch a general-purpose programming
language as it is a hierarchical database construction kit
with a built-in programming language. For readers
familiar with database architecture,MUMPSwas NoSQL
decades before the concept became trendy.7 Although
MUMPS was much easier to learn than, say, Fortran or
Cobol, it is a clunky tool. The kludges one can put
together with MUMPS can provide highly functional
solutions to particular data-management problems, but
they cannot practically be ported as solutions to related
problems and they generally do not interface well with
other systems, even otherMUMPS-based systems.8
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The story of the development of MUMPS
during the late 1960s is one of accommoda-
tion and displaced triumph. For the doctors
at Mass General, where it was created, using
MUMPS to create an EHR system tailored to
their specific decision-making behavior, data
needs, and institutional rules let them keep
an electronic health record while making lit-
tle compromise in terms of their authority or
the way they worked. For the National Insti-
tutes of Health, which had funded Mass Gen-
eral’s early foray into computerized health
records, MUMPS was seen as a tentative first
step toward a grand vision of computerized,
rationalized, centralized medicine.9 Starting
in the 1960s, the NIH had hoped that by
introducing computers to medical research
and clinical care they could compel physi-
cians to standardize their approaches to diag-
nosis and treatment.

During the 1970s and 1980s, MUMPS’ ver-
satility as a tool to build custom-made data-
bases was seized upon by the few hospital
systems that computerized; they sought the
speed and convenience of electronically
keeping dynamic records but also sought to
avoid the imposition of external standards
on their operations. Thus, a MUMPS-based
system built for one hospital system could
not be useful for another clinic, which oper-
ated under different rules. Companies like
Epic Systems got good at building such cus-
tomized systems, continuing that activity to
the present day. Even the company’s newest
systems are built around InterSystems’ pro-
prietary upgrade to MUMPS, Cach�e.10 Until
recently, though, the EHR interoperability
issue was thoroughly masked by the larger
issue of the vast majority of care providers
simply not using computers at all to create,
store, and share records.

It may be tempting reduce America’s EHR
problem to an infection of MUMPS. It is cer-
tainly easy to point out the flaws of MUMPS
as an idiosyncratic programming language
and then decry the anticompetitive behavior
of entrenched MUMPS-peddlers like Epic and
their shortsighted enablers in the federal gov-
ernment. But the heavy use of MUMPS has
also been found in—and arguably helped to
nurture—environments in which interoper-
ability has come to be taken for granted. In
finance, for instance, where regulatory mech-
anisms force much standardization, MUMPS
flourished, though its name was changed to
“M” for marketing and morale reasons. By
the late 1990s, M enjoyed a reputation as reli-
able tool for the ACID (Atomic, Consistent,

Isolated, and Durable) transaction processing
that make a big part of the day-to-day life of
banking and stock trading.

In Need of Standardization
So if MUMPS is not toxic per se, then what is
the cause of America’s EHR illness? For Dr.
LawrenceWeed, the answer is simple and ties
back to his decades-long struggle to get physi-
cians to think systematically about medical
record keeping since the 1960s, when the
New England Journal of Medicine published his
groundbreaking study, “Medical Records that
Guide and Teach.”11 After 40 years, Weed’s
study remains widely read but largely
unheeded. The problem with health records,
Weed discovered in the process of creating
his own EHR system, PROMIS, was that it is
impossible to make them consistent or even
useful to doctors outside of one’s own clinic if
there is no universally agreed-upon standard
of care.12 Without this standard, several basic
acts are impossible across clinical boundaries:
deciding what goes into the record, deter-
mining which data are important, agreeing
on whose opinion carries more weight, and
building a mechanism to allow a record to be
changed.

In the absence of a standard of care, Weed
argued that an irrational “non-system” has
emerged in American medicine.12 Imposing
a vast computer network onto this non-sys-
tem has not, so far, brought the rise in qual-
ity or the drop in the costs of medicine that
many Americans had hoped for. Moreover,
the near omnipresence of the computer has
not realized the now-60-year-old dream of
bringing strict rationality tomedical decision
making through physicians’ use of com-
puters. If anything, making complex com-
puter programs part of everyday medical life
has brought even more absurdity to the non-
system, which now has to accommodate the
great expense of EHR software. Steven Teles’
“kludgeocracy,” to which Evan Hepler-Smith
introduced Annals readers, has crossed from
metaphor into reality and is thriving there.13

Given the deep divisions over the Obama
Administration’s attempts to implement a
single-payer healthcare system in the US, it is
unlikely that Americans are going to collec-
tively agree on a standard of care anytime
soon. Weed’s non-system is likely here to
stay. Whether information technologymakes
living with it more or less difficult will be a
function of patients’ abilities to encourage
healthcare providers to make responsible
choices about working with computers.

Think Piece
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Being sufficiently familiar with the history of
computing to see past the rhetoric and hype
surrounding medical computing would go a
long way toward getting Americans to steer
medicine in a more efficient, more humane
direction.
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I
T project failures are omni-
present. Let’s look at just a few 
global examples1,2:

•	The UK’s Home Office sank 
nearly 350 million pounds into 
a computer system that had to 
be scrapped in 2013.

•	 In 2014, the UK government re-
ported that successful delivery 
of 41 of the 199 projects in its 
500 billion pound portfolio was 
“in doubt.”

•	The annual cost of failed US 
government IT projects is esti-
mated to be as high as $20 bil-
lion (out of the $80 billion the 
US federal government spends 
annually on IT projects).

•	The well-known HealthCare 
.gov Web portal was an IT di-
saster, with a “trauma team” 
needed to salvage the work.

•	The US Air Force’s Expedition-
ary Combat Support System for 
consolidating more than 200 
legacy systems spent $1.1 bil-
lion taxpayer dollars before be-
ing terminated.

•	The National Program for IT 
in the UK failed terribly after 
12.7 billion pounds was spent 
to create an online portal to 
allow citizens to access their 
personal health information 

(the project was four years 
late).

•	A smartcard ticketing sys-
tem for public transportation 
in Australia was implemented 
years late and went US$500 
million over budget.

The list goes on and on—not 
to mention IT failures that re-
cently took down United Airlines 
and the Wall Street Journal website, 
and halted the New York Stock 
Exchange for four hours.3 We 
might as well throw in the two US  
Office of Personnel Management 
(OPM) IT debacles in which 4.2 
million individuals had their per-
sonnel data stolen in April 2015; 
then in July 2015, 21.5 million in-
dividuals had sensitive informa-
tion stolen from the background 
investigation databases.4 What a 
mess!

Categorizing IT Project 
Failures
Most project managers, IT or 
other wise, will claim that the 
“iron triangle” of scope, cost, and 
time seems to be the Holy Grail of 
projects (see Figure 1).

IT projects often encounter 
these dilemmas, but we can cat-
egorize failures by looking at 

 process-driven, context-driven, 
and content-driven issues.5

Process-driven failures are 
those relating to business plan-
ning, project planning, proj-
ect management and control, 
strategic formulation, and the 
change-management process. 
Content-driven failures relate to 
the information system itself as 
a technology, system design, and 
related technology issues. Con-
text-driven failures relate to the 
environment in which the proj-
ect is being developed, such as 
the firm’s culture, structure, top 
management style, internal com-
munications, user involvement, 
absence of an agent of change, 
politics, and reactive versus pro-
active style for handling problems.

From Rateb Sweis’s research,5 
we learn that IT projects may fail 
most, in priority order, due to a 
high degree of customization, 
changes late in the design stage, 
and underestimating the timeline. 
This seems to be consistent with 
most of the other IT project fail-
ure research in the field.

Here, I focus on context-driven 
issues overlapping with some of 
the process-driven ones.

Let’s see what context-driven 
issues result from a management 
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perspective. One issue is organi-
zations tending to start by pick-
ing the solution they like the look 
of, rather than fully evaluating 
the business case.6 Even though 
a thorough business case is con-
ducted, there might sometimes 
be a business case that does not 
follow best practice and can be 
severely affected by managers 
wanting to influence the process 
of project approval (that is, “I want 
this project to happen” could out-
weigh the poor business case).6

Another related context-driven 
issue deals with IT project com-
plexity, and we are often very poor 
at handling complex tasks. Cou-
pled with complexity could be the 
feeling that IT lacks the accepted 
ownership of the project.

Moreover, lessons might not 
be learned from other IT project 
failures. Perhaps applying some 
of the knowledge management 
tenets here for learning from oth-
ers could be useful. A key con-
text-driven issue also deals with 
producing a product but with no 
business outcomes evident. In 
this sense, IT might be delivering 
something that the business really 
doesn’t want or use.6

What Can  
Management Do?
One suggested solution to these 
issues is to better educate current 
and future IT project leaders. In 

fact, the UK is already doing this 
by requiring its leaders of major 
projects to be further educated 
on how to better manage them. 
The Major Projects Leadership 
Academy was established in 2012 
through a partnership with Oxford 
University and Deloitte (www.
sbs.ox.ac.uk/programmes/execed/ 
custom/our-clients/major-projects 
-leadership-academy). Already, 
more than 120 project leaders 
have graduated from the academy 
(with a further 200 enrolled).1

Another idea is to use a more 
structured approach to decide 
whether to sign off on a new IT 
program. The Danish govern-
ment has deployed a business case 
modeling package to help deci-
sion makers better evaluate the 
decision-making process.6 Related 
to this, management should also 
perform reviews or project health 
checks in a structured way during 
all phases of the IT project.6

As previously hinted, IT proj-
ect managers and their staff 
should apply knowledge man-
agement principles to capture, 
share, and apply their knowledge 
from previous IT projects to new 
ones. NASA has the Academy 
for Sharing Knowledge and Les-
sons Learned Information Sys-
tem/NASA Engineering Network, 
through APPEL (Academy for 
Program/Project Engineering 
Leadership), which allows NASA 
project managers to share lessons 
learned in project management, 
systems engineering, risk man-
agement, safety, and other rele-
vant areas (http://appel.nasa.gov).

F inally, better coordination 
between business users, IT, 
and the finance department 

can help ensure that the IT project 
will be designed, developed, and 
implemented within scope, time, 
and cost. Without this close collab-
oration, the “field of dreams” may 
become just an empty field! 
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Figure 1. The “iron triangle” of 
IT project failures. IT project 
managers must balance the 
scope, cost, and time elements  
of an IT project very carefully.
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I
T project failures are omni-
present. Let’s look at just a few 
global examples1,2:

•	The UK’s Home Office sank 
nearly 350 million pounds into 
a computer system that had to 
be scrapped in 2013.

•	 In 2014, the UK government re-
ported that successful delivery 
of 41 of the 199 projects in its 
500 billion pound portfolio was 
“in doubt.”

•	The annual cost of failed US 
government IT projects is esti-
mated to be as high as $20 bil-
lion (out of the $80 billion the 
US federal government spends 
annually on IT projects).

•	The well-known HealthCare 
.gov Web portal was an IT di-
saster, with a “trauma team” 
needed to salvage the work.

•	The US Air Force’s Expedition-
ary Combat Support System for 
consolidating more than 200 
legacy systems spent $1.1 bil-
lion taxpayer dollars before be-
ing terminated.

•	The National Program for IT 
in the UK failed terribly after 
12.7 billion pounds was spent 
to create an online portal to 
allow citizens to access their 
personal health information 

(the project was four years 
late).

•	A smartcard ticketing sys-
tem for public transportation 
in Australia was implemented 
years late and went US$500 
million over budget.

The list goes on and on—not 
to mention IT failures that re-
cently took down United Airlines 
and the Wall Street Journal website, 
and halted the New York Stock 
Exchange for four hours.3 We 
might as well throw in the two US  
Office of Personnel Management 
(OPM) IT debacles in which 4.2 
million individuals had their per-
sonnel data stolen in April 2015; 
then in July 2015, 21.5 million in-
dividuals had sensitive informa-
tion stolen from the background 
investigation databases.4 What a 
mess!

Categorizing IT Project 
Failures
Most project managers, IT or 
other wise, will claim that the 
“iron triangle” of scope, cost, and 
time seems to be the Holy Grail of 
projects (see Figure 1).

IT projects often encounter 
these dilemmas, but we can cat-
egorize failures by looking at 

 process-driven, context-driven, 
and content-driven issues.5

Process-driven failures are 
those relating to business plan-
ning, project planning, proj-
ect management and control, 
strategic formulation, and the 
change-management process. 
Content-driven failures relate to 
the information system itself as 
a technology, system design, and 
related technology issues. Con-
text-driven failures relate to the 
environment in which the proj-
ect is being developed, such as 
the firm’s culture, structure, top 
management style, internal com-
munications, user involvement, 
absence of an agent of change, 
politics, and reactive versus pro-
active style for handling problems.

From Rateb Sweis’s research,5 
we learn that IT projects may fail 
most, in priority order, due to a 
high degree of customization, 
changes late in the design stage, 
and underestimating the timeline. 
This seems to be consistent with 
most of the other IT project fail-
ure research in the field.

Here, I focus on context-driven 
issues overlapping with some of 
the process-driven ones.

Let’s see what context-driven 
issues result from a management 
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IEEE Computer Society 2016 Call for
MAJOR AWARD NOMINATIONS
Help Recognize Computing’s Most Prestigious

IEEE Computer Society awards recognize outstanding achievements and highlight significant 
contributors in the teaching and R&D computing communities. All members of the profession 
are invited to nominate individuals who they consider most eligible to receive international 
recognition of an appropriate society award.

Deadline: 15 October 2016
Nomination Site: awards.computer.org
For more information visit: www.computer.org/awards

Computer Entrepreneur Award
Sterling Silver Goblet
Vision and leadership resulting in the growth of 
some segment of the computer industry.

Technical Achievement Award
Certificate/$2,000
Contributions to computer science or computer 
technology.

Harry H. Goode Memorial Award
Bronze Medal/$2,000
Information sciences, including seminal ideas, 
algorithms, computing directions, and concepts.

Hans Karlsson Award
Plaque/$2,000
Team leadership and achievement through 
collaboration in computing standards.

Richard E. Merwin Distinguished Service 
Award
Bronze Medal/$5,000
Outstanding volunteer service to the profession 
at large, including service to the IEEE Computer 
Society.

Harlan D. Mills Award
Plaque/$3,000
Contributions to the practice of software 
engineering through the application of sound 
theory.

Computer Pioneer Award
Silver Medal
Pioneering concepts and development of the 
computer field.

W. Wallace McDowell Award
Certificate/$2,000
Recent theoretical, design, educational, 
practical, or other tangible innovative 
contributions.

Taylor L. Booth Award
Bronze Medal/$5,000
Contributions to computer science and 
engineering education.
 
Computer Science & Engineering 
Undergraduate Teaching Award
Plaque/$2,000
Recognizes outstanding contributions to 
undergraduate education.

IEEE-CS/Software Engineering Institute 
Watts S. Humphrey Software Process 
Achievement Award
(Joint award by CS/SEI)
Plaque/$1,500
Software professionals or teams responsible for 
an improvement to their organization’s ability to 
create and evolve software-dependent systems.
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F or this ComputingEdge issue, we asked 
Jaroslaw Domaszewicz, an assistant 
professor in Warsaw University of Tech-

nology’s (WUT’s) Faculty of Electronics and 
Information Technology and its Institute of Tele-
communications, about career opportunities 
related to the Internet of Things (IoT). Domasze-
wicz’s research interests include the IoT, perva-
sive computing, middleware, and the interaction 
between people and smart objects, and he has 
led WUT’s team in a number of European Union 
projects in these areas. He is knowledgeable about 
pervasive-computing careers, especially those 
involving the IoT. 

ComputingEdge: What careers in pervasive com-
puting, as it relates to the IoT, will see the most 
growth during the next several years, and why?

Domaszewicz: In my opinion, the greatest career 
growth in pervasive computing and the IoT will 
occur in two areas: semantics and user interaction.

Interoperability between independently devel-
oped and deployed things and applications is 
a key prerequisite to realizing the IoT’s vision. 
Currently, many sense-and-react applications 
are hardwired by the programmer to use specifi c 
sensing and actuating resources. The IoT’s vision, 
on the other hand, is that applications should be 
able to discover new things, sensors, actuators, 
and data at runtime, and take advantage of them 

afterward. Semantic models and machine-inter-
pretable semantic descriptions are what make 
such interoperability possible. Currently, there are 
a number of initiatives to develop semantic mod-
els for the IoT. I believe there will be a need for 
professionals who are knowledgeable in both fun-
damental semantic technologies and the dynamic 
landscape of IoT resource-description standard-
ization eff orts.

Meanwhile, as the IoT pervades human envi-
ronments, users will be able to interact with more 
and more services. Today’s typical user already 
engages with many smartphone and tablet appli-
cations. There are concerns, though, that the 
growing amount of human–machine interaction 
might distract users and harm their productivity 
and well-being. Thus, IoT-enabled services and 
smart objects must be designed so that user inter-
action is intuitive and nonintrusive. Most likely, 
there will be a growing need for professionals who 
are knowledgeable in the related fi elds of user-cen-
tered design, user-experience design, and usabil-
ity evaluation.

C omputingEdge’s Lori Cameron interviewed 
Domaszewicz for this article. Contact her 
at l.cameron@computer.org if you would 

like to contribute to a future ComputingEdge article 
on computing careers. Contact Domaszewicz at 
domaszew@tele.pw.edu.pl. 

Finding the Internet of 
Things–Related Job You Want
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CAREER OPPORTUNITIES

Cisco Systems, Inc. is accepting resumes for the following positions: 
CARLSBAD, CA: Software Engineer (Ref.# CARL1):
Responsible for the de� nition, design, development, test, debugging, 
release, enhancement or maintenance of networking software. Software/
QA Engineer (Ref.# CARL4): Debug software products through the 
use of systematic tests to develop, apply, and maintain quality standards for 
company products.
CENTENNIAL, CO: Network Consulting Engineer (Ref.# 
CENT23): Responsible for the support and delivery of Advanced 
Services to company’s major accounts. Travel may be required to various 
unanticipated locations throughout the United States.
HOUSTON, TX: Systems Engineer (Ref.# HOU1): Provide 
business-level guidance to the account team or operation on technology 
trends and competitive threats, both at a technical and business level. 
LA PALMA, CA: Software Engineer (Ref.# PALM1): Responsible 
for the de� nition, design, development, test, debugging, release, 
enhancement or maintenance of networking software. Telecommuting 
permitted and Travel may be required to various unanticipated locations 
throughout the United States.
LINDON, UT: Software Engineer (Ref.# LIN1): Responsible for the 
de� nition, design, development, test, debugging, release, enhancement or 
maintenance of networking software.
MIAMI, FL: Solutions Integration Architect (Ref.# MIA107):
Responsible for the development of the overall vision that underlies the 
customer-centric solution. Telecommuting permitted.
MOORESTOWN, NJ: Solutions Integration Architect (Ref.# 
MOO4): Perform analysis and diagnosis of highly complex networking 
problems and network designs. Travel may be required to various 
unanticipated locations throughout the United States.
RESEARCH TRIANGLE PARK, NC: Customer Support 
Engineer (Ref.# RTP1): Responsible for providing technical support 
regarding the company’s proprietary systems and software. Manager, 
Technical Support (Ref.# RTP25): Responsible for leading a team 
in the delivery of world-class customer support on a line of products or for a 
targeted group of customers. Consulting Systems Engineer (Ref.# 
RTP30): Provide speci� c end-to-end solutions and architecture consulting, 
technical and sales support for major account opportunities at the theater, 

area, or operation level.
SAN FRANCISCO, CA: Software Engineer (Ref.# SJ3): 
Responsible for the de� nition, design, development, test, debugging, 
release, enhancement or maintenance of networking software. CNG 
Staff (Ref.# SJ13): Provide quality technical support for our client and 
partner base. Software Engineer (Ref.# SF88): Responsible for the 
de� nition, design, development, test, debugging, release, enhancement or 
maintenance of networking software. Telecommuting permitted and Travel 
may be required to various unanticipated locations throughout the United 
States.
SAN JOSE/MILPITAS/SANTA CLARA, CA: IT Engineer (Ref.# 
7): Responsible for development, support and implementation of major 
system functionality of company’s proprietary networking products. 
Engineering Architect (Ref.#189): Lead Business Intelligence 
(BI) operations and applications through Extraction Transformation and 
Loading (ETL) processes and system engineering and analysis. Technical 
Marketing Engineer (Ref.# SJ15): Responsible for enlarging 
company’s market and increasing revenue by marketing, supporting, and 
promoting company’s technology to customers. Technical Marketing 
Engineer (Ref.# SJ178): Responsible for enlarging company’s 
market and increasing revenue by marketing, supporting, and promoting 
company’s technology to customers. Travel may be required to various 
unanticipated locations throughout the United States. Technical Lead/
Leader (Ref.# SJ658): Lead engineering groups on projects to design, 
develop or test hardware or software products. Telecommuting permitted. 
Diagnostic Engineer (Ref.# SJ168): Design and develop diagnostic 
software for veri� cation and validation in engineering and manufacturing. 
Network Engineer (Ref.# SJ575): Responsible for the operational 
support of internal network systems. Customer Support Engineer 
(Ref.# SJ3): Responsible for providing technical support regarding 
the company’s proprietary systems and software. IT Manager (Ref.# 
SJ182): Responsible for small, medium, large/complex and multiple 
projects throughout the project lifecycle (initiate, plan, execute, control, 
close) or a portion of a larger, more complex project.
PLEASE MAIL RESUMES WITH REFERENCE NUMBER TO CISCO 
SYSTEMS, INC., ATTN: M51H, 170 W. Tasman Drive, Mail Stop: SJC 5/1/4, 
San Jose, CA 95134. No phone calls please. Must be legally authorized to 
work in the U.S. without sponsorship. EOE. 

www.cisco.com

APPLICATION DEVELOPER: PETERSON 
TECHNOLOGY PARTNERS INC. seeks 
qualifi ed application developer for its 
headquarters located in Rolling Mead-
ows, IL & various & unanticipated work 
locations throughout the U.S. Resp. for 
designing & implementing mobile-based 
services & web-based solutions to pro-
vide optimum interface w/ mobile/eCom-
merce website for clients. Master’s de-
gree IT Engg, Info System Techn, IT Mgmt, 
Industrial Tech, Bus Admin or a closely re-
lated fi eld of study (Will accept Bachelor’s 
degree in the above fi elds plus 5 yrs re-
lated progressive exp in lieu of Master’s 
degree) ea. alternative degree require-
ment w/ an academic or industrial back-
ground in (i) database, data mining, data 
warehouse, telecommunications (wire-
less, mobile & internet comm protocol), 
computer architecture & internet security 
(policies & risk mgmt strategies); & (ii) de-
veloping technical mobile/eCommerce 

solutions using HTML5, CSS3, Android, 
iOS, Angular Js, REST API, & coordinate 
Quality Assurance e� orts. An EOE. Re-
spond by mail to Peterson Technology 
Partners, 1600 Golf Rd, Ste 1206, Rolling 
Meadows, IL 60008. Refer to ad code: 
PTP-0216

SR. ETL DEVELOPER: designs & devel. 
data models; implem. ETL solutions; de-
sign, code & enhance software. BS in 
CS, EE or related, + 5 yrs of relev. IT exp. 
Email sarah.ulep@laureate.net w/ Job# 
12450BR in subj. line. Laureate Educa-
tion, Inc. 650 S. Exeter St., Baltimore MD 
21202. EOE 

SR. SOLUTN INTGRTN ARCHTCT (Plano, 
TX) Provide front end support on Clarity 
PPM, CA Business Intelligence, advanced 
reporting (Jaspersoft) installation & up-
grade for Clarity PPM & PMO Accelerator. 

Address complex questions on function-
ality and product usage. Use DB SQL, DB 
Oracle, Java, GEL & scripting to provide 
workaround solutions. Liaise w/ the sftwr 
dvlpmnt team to report faults. Investi-
gate tech problems and provide tech 
leadership. REQS: 5 yrs exp in job and/
or a rel occup. Must have exp w/ Clarity 
PPM (functional & technical), CA Busi-
ness Intelligence, Advanced Reporting 
(Jaspersoft), Installation & Upgrade for 
Clarity PPM, PMO Accelerator; DB SQL, 
DB Oracle, Java, GEL; Providing technical 
leadership across the Clarity PPM prod-
uct line, fostering the tech community, 
identifying cross training opportunities 
& driving technical reviews of knowledge 
mngmnt content; Reading, understand-
ing,& analyzing Clarity PPM Product Java 
source code; Performing Problem Source 
Identifi cation (PSI) through use of code 
debuggers & inspection of code logic; 
Using scripting languages to provide 
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CAREER OPPORTUNITIES

Juniper Networks is recruiting for our Sunnyvale, CA office:

Strategic Delivery Manager, Sr. 
Staff #35314: Build a strong en-
gagement and interlock between 
Juniper’s engineering organization 
and customers’ planning organiza-
tion to drive evolution of key plat-
forms, architectures and solutions. 

Software Engineer #37019: De-
sign, develop and debug kernel 
OS features for JUNOS. Work on 
high-availability features and sus-
taining existing kernel features. 
Support customer deployments 
and escalations.

UI Design Engineer Staff #31689: 
Architect, design, and implement 
UI development for all Cloud Ser-
vice Platform (CSP) applications. 
Work closely with UI development 
team to implement and/or assist in 
implementing user interface ele-
ments. Architect and design UI au-
tomation framework.

Solution Consultant Staff #20095: 
Be a subject matter expert on 
Company’s security products in 
order to develop and deliver de-
tailed solutions and implement 
products for customers. May work 
at other undetermined locations 
throughout the U.S. Telecommut-
ing allowed.

ASIC Engineer #35272: Define, de-
velop, architect, code, modify, eval-
uate and deliver verification suites 
and tests for Application- Specific 
Integrated Circuits (ASICs).

Software Engineer Senior Staff 
#17486: Plan and write detailed de-
sign documents for large software 
systems, and develop complex 
software programs in C, Python 
and TCL.

Software Engineer #30134: Archi-
tect, design and develop Linux 
and FreeBSD based device driv-
ers. Develop embedded applica-
tions to manage various platform 
components (ASICs, temp/voltage 
monitors) using C and C++ object 
oriented design.

Test Engineer #10840: Develop, 
modify, and execute testing meth-
ods for Routing protocols and SDN 
for upcoming new features and 
functionality in Junos (Company’s 
routers operating system).

Sustaining Engineer #35053: Trou-
bleshoot, debug, and replicate 
complex and unique technical is-
sues. Analyze customer issues es-
calated from support engineering.

Technical Support Engineer #7108: 
Provide technical support and high 
level expertise to customers on 
Company products.

Business Operations Analyst 
#33416: Analyze complex business 
problems and issues by leverag-
ing prior training in data mining, 
SQL databases, and data science 
(Python, R, visualization tools) to 
establish company-wide big data 
analytics.

Juniper Networks is recruiting for our Westford, MA office:

Technical Support Engineer 
#36011: Support Secure Routing 
products, working directly with 
customers and partners. Work 

with highly knowledgeable group 
of customers and act as an esca-
lation point for other TAC groups 
within the organization.

Mail single-sided resume with job code # to 
Juniper Networks
Attn: MS A.8.429A

1133 Innovation Way 
Sunnyvale, CA 94089

workarounds or solutions for customers; 
Determining root cause of tech problems 
by reviewing product source code using 
traces, dumps, & debuggers. Send re-
sume to: Althea Wilson, CA Technologies, 
One CA Plaza, Islandia, NY 11749, Refer to 
Requisition #123743

COMPUTER PROGRAMMERS: Write, up-
date, & maintain computer programs, re-
view programs. Requirements Gathering, 
Data Mapping, Data Conversion, Report 
Generation, SDLC methodologies, Ver-
sion Control Tools, Mainframe,XML, Unix, 
SQL Server, Oracle, Java/J2ee/Spring/
Struts/Websphere/Apache, Waterfall/Ag-
ile methodologies. Will work in unantic-
ipated locations. Req. 2 yrs experience. 
Send resume to NobleSoft Solutions, Inc. 
405 Executive Dr. Langhorne, PA 19047

SR. PROGRAMMER sought by Ratan Pal-
ace LLC, North Bergen, NJ. Req. MS or 
equiv in Comp. Prgmg or any rltd field to 
support hotel info processing needs. Re-
sume Attn: Nehal Gandhi, Ratan Palace 
LLC, Holiday Inn Express, 2600 Tonnelle 
Ave, North Bergen, NJ 07047, or email: 
HIEXPRESSNB@GMAIL.COM

Oracle America, Inc.
has openings in Portland, OR for: 

SOFTWARE
DEVELOPERS

Job duties include: 
Design, develop, troubleshoot 
and/or test/QA software. May 
telecommute from home. 

Apply by e-mailing resume to 
cecilia.broadaway@oracle.com  
referencing 385.16954. 

Oracle supports workforce diversity.
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CAREER OPPORTUNITIES

Cisco Systems, Inc. is accepting resumes for the following positions: 
CARLSBAD, CA: Software Engineer (Ref.# CARL1):
Responsible for the de� nition, design, development, test, debugging, 
release, enhancement or maintenance of networking software. Software/
QA Engineer (Ref.# CARL4): Debug software products through the 
use of systematic tests to develop, apply, and maintain quality standards for 
company products.
CENTENNIAL, CO: Network Consulting Engineer (Ref.# 
CENT23): Responsible for the support and delivery of Advanced 
Services to company’s major accounts. Travel may be required to various 
unanticipated locations throughout the United States.
HOUSTON, TX: Systems Engineer (Ref.# HOU1): Provide 
business-level guidance to the account team or operation on technology 
trends and competitive threats, both at a technical and business level. 
LA PALMA, CA: Software Engineer (Ref.# PALM1): Responsible 
for the de� nition, design, development, test, debugging, release, 
enhancement or maintenance of networking software. Telecommuting 
permitted and Travel may be required to various unanticipated locations 
throughout the United States.
LINDON, UT: Software Engineer (Ref.# LIN1): Responsible for the 
de� nition, design, development, test, debugging, release, enhancement or 
maintenance of networking software.
MIAMI, FL: Solutions Integration Architect (Ref.# MIA107):
Responsible for the development of the overall vision that underlies the 
customer-centric solution. Telecommuting permitted.
MOORESTOWN, NJ: Solutions Integration Architect (Ref.# 
MOO4): Perform analysis and diagnosis of highly complex networking 
problems and network designs. Travel may be required to various 
unanticipated locations throughout the United States.
RESEARCH TRIANGLE PARK, NC: Customer Support 
Engineer (Ref.# RTP1): Responsible for providing technical support 
regarding the company’s proprietary systems and software. Manager, 
Technical Support (Ref.# RTP25): Responsible for leading a team 
in the delivery of world-class customer support on a line of products or for a 
targeted group of customers. Consulting Systems Engineer (Ref.# 
RTP30): Provide speci� c end-to-end solutions and architecture consulting, 
technical and sales support for major account opportunities at the theater, 

area, or operation level.
SAN FRANCISCO, CA: Software Engineer (Ref.# SJ3): 
Responsible for the de� nition, design, development, test, debugging, 
release, enhancement or maintenance of networking software. CNG 
Staff (Ref.# SJ13): Provide quality technical support for our client and 
partner base. Software Engineer (Ref.# SF88): Responsible for the 
de� nition, design, development, test, debugging, release, enhancement or 
maintenance of networking software. Telecommuting permitted and Travel 
may be required to various unanticipated locations throughout the United 
States.
SAN JOSE/MILPITAS/SANTA CLARA, CA: IT Engineer (Ref.# 
7): Responsible for development, support and implementation of major 
system functionality of company’s proprietary networking products. 
Engineering Architect (Ref.#189): Lead Business Intelligence 
(BI) operations and applications through Extraction Transformation and 
Loading (ETL) processes and system engineering and analysis. Technical 
Marketing Engineer (Ref.# SJ15): Responsible for enlarging 
company’s market and increasing revenue by marketing, supporting, and 
promoting company’s technology to customers. Technical Marketing 
Engineer (Ref.# SJ178): Responsible for enlarging company’s 
market and increasing revenue by marketing, supporting, and promoting 
company’s technology to customers. Travel may be required to various 
unanticipated locations throughout the United States. Technical Lead/
Leader (Ref.# SJ658): Lead engineering groups on projects to design, 
develop or test hardware or software products. Telecommuting permitted. 
Diagnostic Engineer (Ref.# SJ168): Design and develop diagnostic 
software for veri� cation and validation in engineering and manufacturing. 
Network Engineer (Ref.# SJ575): Responsible for the operational 
support of internal network systems. Customer Support Engineer 
(Ref.# SJ3): Responsible for providing technical support regarding 
the company’s proprietary systems and software. IT Manager (Ref.# 
SJ182): Responsible for small, medium, large/complex and multiple 
projects throughout the project lifecycle (initiate, plan, execute, control, 
close) or a portion of a larger, more complex project.
PLEASE MAIL RESUMES WITH REFERENCE NUMBER TO CISCO 
SYSTEMS, INC., ATTN: M51H, 170 W. Tasman Drive, Mail Stop: SJC 5/1/4, 
San Jose, CA 95134. No phone calls please. Must be legally authorized to 
work in the U.S. without sponsorship. EOE. 

www.cisco.com

APPLICATION DEVELOPER: PETERSON 
TECHNOLOGY PARTNERS INC. seeks 
qualifi ed application developer for its 
headquarters located in Rolling Mead-
ows, IL & various & unanticipated work 
locations throughout the U.S. Resp. for 
designing & implementing mobile-based 
services & web-based solutions to pro-
vide optimum interface w/ mobile/eCom-
merce website for clients. Master’s de-
gree IT Engg, Info System Techn, IT Mgmt, 
Industrial Tech, Bus Admin or a closely re-
lated fi eld of study (Will accept Bachelor’s 
degree in the above fi elds plus 5 yrs re-
lated progressive exp in lieu of Master’s 
degree) ea. alternative degree require-
ment w/ an academic or industrial back-
ground in (i) database, data mining, data 
warehouse, telecommunications (wire-
less, mobile & internet comm protocol), 
computer architecture & internet security 
(policies & risk mgmt strategies); & (ii) de-
veloping technical mobile/eCommerce 

solutions using HTML5, CSS3, Android, 
iOS, Angular Js, REST API, & coordinate 
Quality Assurance e� orts. An EOE. Re-
spond by mail to Peterson Technology 
Partners, 1600 Golf Rd, Ste 1206, Rolling 
Meadows, IL 60008. Refer to ad code: 
PTP-0216

SR. ETL DEVELOPER: designs & devel. 
data models; implem. ETL solutions; de-
sign, code & enhance software. BS in 
CS, EE or related, + 5 yrs of relev. IT exp. 
Email sarah.ulep@laureate.net w/ Job# 
12450BR in subj. line. Laureate Educa-
tion, Inc. 650 S. Exeter St., Baltimore MD 
21202. EOE 

SR. SOLUTN INTGRTN ARCHTCT (Plano, 
TX) Provide front end support on Clarity 
PPM, CA Business Intelligence, advanced 
reporting (Jaspersoft) installation & up-
grade for Clarity PPM & PMO Accelerator. 

Address complex questions on function-
ality and product usage. Use DB SQL, DB 
Oracle, Java, GEL & scripting to provide 
workaround solutions. Liaise w/ the sftwr 
dvlpmnt team to report faults. Investi-
gate tech problems and provide tech 
leadership. REQS: 5 yrs exp in job and/
or a rel occup. Must have exp w/ Clarity 
PPM (functional & technical), CA Busi-
ness Intelligence, Advanced Reporting 
(Jaspersoft), Installation & Upgrade for 
Clarity PPM, PMO Accelerator; DB SQL, 
DB Oracle, Java, GEL; Providing technical 
leadership across the Clarity PPM prod-
uct line, fostering the tech community, 
identifying cross training opportunities 
& driving technical reviews of knowledge 
mngmnt content; Reading, understand-
ing,& analyzing Clarity PPM Product Java 
source code; Performing Problem Source 
Identifi cation (PSI) through use of code 
debuggers & inspection of code logic; 
Using scripting languages to provide 
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TEMPE, AZ
Premier Field Engineer, Platforms: Provide 
technical support to enterprise customers, 
partners, internal staff or others on mission 
critical issues experienced w/ Microsoft tech-
nologies. Requires travel up to 75% with work 
to be performed at various unknown worksites 
throughout the U.S. Telecommuting permitted. 
https://jobs-microsoft.icims.com/jobs/4789/
go/job

Mountain View, Palo Alto, Sunnyvale, CA
Applied Scientist: Utilize knowledge in applied 
statistics and mathematics to handle large 
amounts of data using various tools. http://bit.
ly/MSJobs_Data_Applied_Science

Design Verification/Validation Engineers: 
Responsible for ensuring the quality of Micro-
soft hardware products. http://bit.ly/MSJobs_
Hardware_Design_Verification_Eng

Designers:   Develop user interface and user 
interaction designs, prototypes and/or con-
cepts for business productivity, entertain-
ment or other software or hardware applica-
tions.  http://bit.ly/MSJobs_Design

Hardware Dev., Test or Design Engineers, 
Hardware Engineers, Electrical Engineers, 
Design Engineers (all levels, including Leads 
and Managers):   Design, implement and test 
computer hardware that add strategic value 
to the company. (http://bit.ly/MSJobs_Hard-
ware_Dev_Eng)(http://bit.ly/MSJobs_Electri-
cal_Eng)

Hardware Dev., Test or Design Engineers, 
Hardware Engineers, Electrical Engineers, 
Design Engineers (all levels, including Leads 
and Managers):   Design, implement and test 
computer hardware. Requires Domestic and 
International travel up to 25%. (http://bit.ly/
MSJobs_Hardware_Dev_Eng)(http://bit.ly/
MSJobs_Electrical_Eng)

Premier Field Engineers:   Provide technical 
support to enterprise customers, partners, 
internal staff or others on mission critical is-
sues experienced with Microsoft technologies. 
Roving Employee—requires travel up to 100% 
with work to be performed at various unknown 
worksites throughout the U.S. Telecommuting 
permitted. http://bit.ly/MSJobs_Support_De-
livery

Researchers/Scientists:  Conduct research 
and lead research collaborations that yield new 
insights, theories, analyses, data, algorithms, 
and prototypes and that advance state-of-the-
art of computer science and engineering, as 
well as general scientific knowledge. http://
bit.ly/MSJobs_Research

Solution Managers:  Identify and analyze in-
ternal client and partner business needs, and 
translate needs into business requirements 
and value-added solutions and solution road-
maps. http://bit.ly/MSJobs_IT_Solution_Mgmt

MOUNTAIN VIEW
Technology Solutions Professional: Engage 
w/ strategic customers to solve their business 
needs by conceiving, designing, & implement-

ing transformative technical architecture. 
Requires domestic travel up to 25%. https://
jobs-microsoft.icims.com/jobs/4812/job

PALO ALTO, CA
Designer II: Develop user interface & user in-
teraction designs, prototypes &/or concepts 
for business productivity, entertainment or 
other software or hardware applications. Re-
quires dom. and intl. travel up to 25%.   https://
jobs-microsoft.icims.com/jobs/4858/job

FARGO, ND
Technical Advisor: Provide technical advice 
& support on issues experienced w/ Microsoft 
technologies.  Requires dom. travel up to 25%. 
https://jobs-microsoft.icims.com/jobs/4842/
job 

CHARLOTTE, NC
Technical Account Managers: Assure produc-
tive use of Microsoft technologies, focusing 
on delivery quality through planning and gov-
ernance. http://bit.ly/MSJobs_Delivery_Rela-
tionship_Mgmt

Senior Consultant: Deliver design, planning, & 
implementation services that provide IT solu-
tions to customers & partners. Dom. & intl. 
travel up to 75%. Telecommuting permitted.   
https://jobs-microsoft.icims.com/jobs/4814/
job

Technical Advisor: Support commercial 
SharePoint across the online services go-to-
markets. https://jobs-microsoft.icims.com/
jobs/4780/go/job

MAHWAH, NJ
Support Engineers / Escalation Engi-
neers:  Install, configure, support and trouble-
shoot issues related to Microsoft technologies. 
http://bit.ly/MSJobs_Support_Eng

NEW YORK, NY
Consultants: Deliver design, planning, and im-
plementation services that provide IT solutions 
to customers and partners. Requires domestic 
and international travel up to 25%.  http://bit.
ly/MSJobs_Technical_Delivery

Data Scientist:  Manipulate large volumes of 
data, create new and improved techniques 
and/or solutions for data collection, manage-
ment and usage. http://bit.ly/MSJobs_Data_
Applied_Science

Designers:   Develop user interface and user 
interaction designs, prototypes and/or con-
cepts for business productivity, entertain-
ment or other software or hardware applica-
tions.  http://bit.ly/MSJobs_Design

Solution Architect: Architect software, plat-
form, services, hardware or technology solu-
tions. Requires travel up to 25% w/ work to 
be performed at various unknown worksites 
throughout the U.S. Telecommuting permitted.     
https://jobs-microsoft.icims.com/jobs/4791/
go/job

Technical Evangelist: Collaborate w/ sales 
teams to understand customer requirements, 
promote the sale of products, & provide sales 

support. Requires travel up to 50% w/ work to 
be performed at various unknown worksites 
throughout the U.S. https://jobs-microsoft.
icims.com/jobs/4767/job

IRVING, TX
Service Engineers/Managers, Service Oper-
ations Engineers, and Systems/Operations 
Engineers/Site Reliability Engineer:   Re-
search, design, develop, and test operating 
systems-level software, compilers, and net-
work distribution software.   (http://bit.ly/
MSJobs_Service_Engineering) (http://bit.ly/
MSJobs_IT_Serv_Eng)(http://bit.ly/MSJobs_
IT_Serv_Ops)

Support Engineers / Escalation Engi-
neers:  Install, configure, support and trouble-
shoot issues related to Microsoft technologies. 
http://bit.ly/MSJobs_Support_Eng

Premier Field Engineer, SharePoint: Provide 
technical support to enterprise customers, 
partners, internal staff or others on mission 
critical issues experienced w/ Microsoft tech-
nologies.  Requires domestic travel up to 50%.  
https://jobs-microsoft.icims.com/jobs/4851/
job 

Support Escalation Engineer: Install, config-
ure, support and troubleshoot issues related 
to Microsoft technologies. Telecommuting 
permitted. https://jobs-microsoft.icims.com/
jobs/4925/job 

HOUSTON, TX
Technical Account Manager: Assure produc-
tive use of Microsoft technologies, focusing 
on delivery quality through planning & gover-
nance. Requires travel up to 25% throughout 
the U.S.   https://jobs-microsoft.icims.com/
jobs/4870/go/job

IRVINE, CA
Account Technology Strategist: Identify & 
analyze internal clients & partner business 
needs, and translate needs into business re-
quirements & value-added solutions & solution 
roadmaps. Requires travel up to 25% w/ work 
to be performed at various worksites through-
out the U.S. https://jobs-microsoft.icims.com/
jobs/4773/job

Technology Solutions Professional: Improve 
the Enterprise Mobility business metrics (reve-
nue & scorecard) through excellence in techni-
cal sales strategy & execution. Requires travel 
throughout U.S. up to 50% w/ work to be per-
formed at various unknown worksites through 
the U.S. Telecommuting permitted. https://
jobs-microsoft.icims.com/jobs/4771/job

Premier Field Engineer, SQL: Provide techni-
cal support to enterprise customers, partners, 
internal staff or others on mission critical is-
sues experienced w/ Microsoft technologies. 

Multiple job openings are available for each 
of these categories. To view detailed job de-
scriptions and minimum requirements, and 
to apply, visit the website address listed. 
EOE.
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Microsoft Corporation currently has the following 
openings (job opportunities available at all levels, in-
cluding Principal, Senior and Lead levels):

REDMOND, WA
Applied Scientist:  Utilize knowledge in ap-
plied statistics and mathematics to handle 
large amounts of data using various tools. 
http://bit.ly/MSJobs_Data_Applied_Science

Artists and Art Directors (all levels, includ-
ing Leads and Managers): Responsible for 
designing and creating art assets that meet 
or exceed industry standards for quality while 
supporting Microsoft Game Studio (MGS) busi-
ness goals. http://bit.ly/MSJobs_Art

Consultants: Deliver design, planning, and 
implementation services that provide IT solu-
tions to customers and partners. Requires 
domestic and international travel up to 25%.  
http://bit.ly/MSJobs_Technical_Delivery

Consultants: Deliver design, planning, and 
implementation services that provide IT 
solutions to customers and partners. Roving 
Employee—requires travel up to 100% with 
work to be performed at various unknown 
worksites throughout the U.S.  http://bit.ly/
MSJobs_Technical_Delivery

Content Developer/Engineer: Responsible 
for the design, development, deployment, vi-
sion, and business strategy for content cre-
ation, acquisition, production, editorial, and 
publishing activities at Microsoft. http://bit.ly/
MSJobs_Content_Publishing

Data Scientist: Manipulate large volumes of 
data, create new and improved techniques 
and/or solutions for data collection, manage-
ment and usage. http://bit.ly/MSJobs_Data_
Applied_Science

Design Verification/Validation Engineers: 
Responsible for ensuring the quality of Micro-
soft hardware products. http://bit.ly/MSJobs_
Hardware_Design_Verification_Eng

Designers:  Develop user interface and user 
interaction designs, prototypes and/or con-
cepts for business productivity, entertain-
ment or other software or hardware applica-
tions.  http://bit.ly/MSJobs_Design

Evangelists/Technical Evangelists: Collab-
orate with sales teams to understand custom-
er requirements, promote the sale of prod-
ucts, and provide sales support. http://bit.ly/
MSJobs_Tech_Evangelist

Game/Systems Designer:  Create design 
documents for multiple major features on 
large projects and the entire design on small-
er projects, ensuring consistency of design. 
http://bit.ly/MSJobs_Game_Design

Hardware Dev., Test or Design Engineers, 
Hardware Engineers, Electrical Engineers, 
Design Engineers (all levels, including 
Leads and Managers):   Design, implement 
and test computer hardware that add stra-
tegic value to the company. (http://bit.ly/
MSJobs_Hardware_Dev_Eng)(http://bit.ly/
MSJobs_Electrical_Eng)

Hardware Dev., Test or Design Engineers, 

Hardware Engineers, Electrical Engineers, 
Design Engineers (all levels, including 
Leads and Managers):   Design, implement 
and test computer hardware. Requires Do-
mestic and International travel up to 25%. 
(http://bit.ly/MSJobs_Hardware_Dev_Eng)
(http://bit.ly/MSJobs_Electrical_Eng)

International Project Engineers/Managers: 
Plan, initiate, and manage information tech-
nology (IT) projects that enable the delivery of 
products/services that meet customer expec-
tations and needs in each international mar-
ket. http://bit.ly/MSJobs_Intl_Proj_Eng

Machine Learning Scientist: Design and de-
liver general and/or domain-specific machine 
learning algorithms and systems. http://bit.ly/
MSJobs_Data_Applied_Science

Premier Field Engineers:  Provide technical 
support to enterprise customers, partners, 
internal staff or others on mission critical is-
sues experienced with Microsoft technologies. 
Roving Employee—requires travel up to 100% 
with work to be performed at various unknown 
worksites throughout the U.S. Telecommuting 
permitted. http://bit.ly/MSJobs_Support_De-
livery

Researchers/Scientists:  Conduct research 
and lead research collaborations that yield 
new insights, theories, analyses, data, al-
gorithms, and prototypes and that advance 
state-of-the-art of computer science and en-
gineering, as well as general scientific knowl-
edge. http://bit.ly/MSJobs_Research

Service Engineers/Managers, Service Oper-
ations Engineers, and Systems/Operations 
Engineers/Site Reliability Engineer:   Re-
search, design, develop, and test operating 
systems-level software, compilers, and net-
work distribution software.   (http://bit.ly/
MSJobs_Service_Engineering) (http://bit.ly/
MSJobs_IT_Serv_Eng)(http://bit.ly/MSJobs_
IT_Serv_Ops)

Solution Managers:  Identify and analyze 
internal client and partner business needs, 
and translate needs into business require-
ments and value-added solutions and solution 
roadmaps. http://bit.ly/MSJobs_IT_Solution_
Mgmt

Solutions Sales Professional/Specialist:  En-
hance the Microsoft customer relationship 
from a capability development perspective 
by articulating the value of our services and 
solutions and identifying competition gaps in 
targeted accounts. http://bit.ly/MSJobs_Solu-
tion_Sales

Support Engineers / Escalation Engi-
neers:   Install, configure, support and trou-
bleshoot issues related to Microsoft technolo-
gies. http://bit.ly/MSJobs_Support_Eng

Architect, MCS: Develop & deliver Micro-
soft solutions aligned to stakeholder needs.   
https://jobs-microsoft.icims.com/jobs/4782/
go/job

Audio Implementer: Work w/ Audio Direc-
tor and other audio team members, an-
imators, tools team, designers, artists, 
outsourcing studios, &other leads from var-
ious disciplines to architect the audio con-
tent implementation pipeline, including the 
ways to improve/automate the current one.  
 https://jobs-microsoft.icims.com/jobs/4872/
go/job

Consultant (all levels): Deliver design, plan-
ning, & implementation services that provide 
IT solutions to customers & partners. Roving 
Employee—requires travel up to 100% w/ 
work to be performed at various unknown 
worksites throughout the U.S. Telecommut-
ing permitted.   (https://jobs-microsoft.icims.
com/jobs/4800/go/job); (https://jobs-micro-
soft.icims.com/jobs/4787/go/job); (https://
jobs-microsoft.icims.com/jobs/4817/job)

Designer (Designer CMD): Develop user inter-
face & user interaction designs, prototypes &/
or concepts for business productivity, enter-
tainment or other software or hardware ap-
plications. Requires dom. and intl. travel up 
to 50%.   https://jobs-microsoft.icims.com/
jobs/4884/job

Evangelist, Partner Business: Collaborate 
w/ sales teams to understand customer re-
quirements, promote the sale of products, & 
provide sales support.  Requires dom. and intl 
travel up to 25%. https://jobs-microsoft.icims.
com/jobs/4768/job 

Licensing Sales Specialist: Implement licens-
ing solutions across product, Online & service 
offerings.   https://jobs-microsoft.icims.com/
jobs/4896/go/job

Product Engineer: Design, implement & test 
computer hardware products that add strate-
gic value to the company. Requires intl. travel 
up to 50%. https://jobs-microsoft.icims.com/
jobs/4866/go/job 

Security Analyst II: Design service specifica-
tions that meet business requirements by an-
alyzing solution priorities & service or system 
processes. https://jobs-microsoft.icims.com/
jobs/4901/job

AUSTIN, TX
Premier Field Engineer: Provide technical 
support to enterprise customers, partners, in-
ternal staff or others on mission critical issues 
experienced w/ Microsoft technologies.   Re-
quires dom. travel up to 25%. https://jobs-mi-
crosoft.icims.com/jobs/4823/job

SOUTHFIELD, MI
Premier Field Engineer: Provide technical 
support to enterprise customers, partners, 
internal staff or others on mission critical 
issues experienced w/ Microsoft technol-
ogies. Requires travel up to 25% w/ work to 
be performed at various unknown worksites 
throughout the U.S. Telecommuting permitted. 
https://jobs-microsoft.icims.com/jobs/4803/
go/job
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TEMPE, AZ
Premier Field Engineer, Platforms: Provide 
technical support to enterprise customers, 
partners, internal staff or others on mission 
critical issues experienced w/ Microsoft tech-
nologies. Requires travel up to 75% with work 
to be performed at various unknown worksites 
throughout the U.S. Telecommuting permitted. 
https://jobs-microsoft.icims.com/jobs/4789/
go/job

Mountain View, Palo Alto, Sunnyvale, CA
Applied Scientist: Utilize knowledge in applied 
statistics and mathematics to handle large 
amounts of data using various tools. http://bit.
ly/MSJobs_Data_Applied_Science

Design Verification/Validation Engineers: 
Responsible for ensuring the quality of Micro-
soft hardware products. http://bit.ly/MSJobs_
Hardware_Design_Verification_Eng

Designers:   Develop user interface and user 
interaction designs, prototypes and/or con-
cepts for business productivity, entertain-
ment or other software or hardware applica-
tions.  http://bit.ly/MSJobs_Design

Hardware Dev., Test or Design Engineers, 
Hardware Engineers, Electrical Engineers, 
Design Engineers (all levels, including Leads 
and Managers):   Design, implement and test 
computer hardware that add strategic value 
to the company. (http://bit.ly/MSJobs_Hard-
ware_Dev_Eng)(http://bit.ly/MSJobs_Electri-
cal_Eng)

Hardware Dev., Test or Design Engineers, 
Hardware Engineers, Electrical Engineers, 
Design Engineers (all levels, including Leads 
and Managers):   Design, implement and test 
computer hardware. Requires Domestic and 
International travel up to 25%. (http://bit.ly/
MSJobs_Hardware_Dev_Eng)(http://bit.ly/
MSJobs_Electrical_Eng)

Premier Field Engineers:   Provide technical 
support to enterprise customers, partners, 
internal staff or others on mission critical is-
sues experienced with Microsoft technologies. 
Roving Employee—requires travel up to 100% 
with work to be performed at various unknown 
worksites throughout the U.S. Telecommuting 
permitted. http://bit.ly/MSJobs_Support_De-
livery

Researchers/Scientists:  Conduct research 
and lead research collaborations that yield new 
insights, theories, analyses, data, algorithms, 
and prototypes and that advance state-of-the-
art of computer science and engineering, as 
well as general scientific knowledge. http://
bit.ly/MSJobs_Research

Solution Managers:  Identify and analyze in-
ternal client and partner business needs, and 
translate needs into business requirements 
and value-added solutions and solution road-
maps. http://bit.ly/MSJobs_IT_Solution_Mgmt

MOUNTAIN VIEW
Technology Solutions Professional: Engage 
w/ strategic customers to solve their business 
needs by conceiving, designing, & implement-

ing transformative technical architecture. 
Requires domestic travel up to 25%. https://
jobs-microsoft.icims.com/jobs/4812/job

PALO ALTO, CA
Designer II: Develop user interface & user in-
teraction designs, prototypes &/or concepts 
for business productivity, entertainment or 
other software or hardware applications. Re-
quires dom. and intl. travel up to 25%.   https://
jobs-microsoft.icims.com/jobs/4858/job

FARGO, ND
Technical Advisor: Provide technical advice 
& support on issues experienced w/ Microsoft 
technologies.  Requires dom. travel up to 25%. 
https://jobs-microsoft.icims.com/jobs/4842/
job 

CHARLOTTE, NC
Technical Account Managers: Assure produc-
tive use of Microsoft technologies, focusing 
on delivery quality through planning and gov-
ernance. http://bit.ly/MSJobs_Delivery_Rela-
tionship_Mgmt

Senior Consultant: Deliver design, planning, & 
implementation services that provide IT solu-
tions to customers & partners. Dom. & intl. 
travel up to 75%. Telecommuting permitted.   
https://jobs-microsoft.icims.com/jobs/4814/
job

Technical Advisor: Support commercial 
SharePoint across the online services go-to-
markets. https://jobs-microsoft.icims.com/
jobs/4780/go/job

MAHWAH, NJ
Support Engineers / Escalation Engi-
neers:  Install, configure, support and trouble-
shoot issues related to Microsoft technologies. 
http://bit.ly/MSJobs_Support_Eng

NEW YORK, NY
Consultants: Deliver design, planning, and im-
plementation services that provide IT solutions 
to customers and partners. Requires domestic 
and international travel up to 25%.  http://bit.
ly/MSJobs_Technical_Delivery

Data Scientist:  Manipulate large volumes of 
data, create new and improved techniques 
and/or solutions for data collection, manage-
ment and usage. http://bit.ly/MSJobs_Data_
Applied_Science

Designers:   Develop user interface and user 
interaction designs, prototypes and/or con-
cepts for business productivity, entertain-
ment or other software or hardware applica-
tions.  http://bit.ly/MSJobs_Design

Solution Architect: Architect software, plat-
form, services, hardware or technology solu-
tions. Requires travel up to 25% w/ work to 
be performed at various unknown worksites 
throughout the U.S. Telecommuting permitted.     
https://jobs-microsoft.icims.com/jobs/4791/
go/job

Technical Evangelist: Collaborate w/ sales 
teams to understand customer requirements, 
promote the sale of products, & provide sales 

support. Requires travel up to 50% w/ work to 
be performed at various unknown worksites 
throughout the U.S. https://jobs-microsoft.
icims.com/jobs/4767/job

IRVING, TX
Service Engineers/Managers, Service Oper-
ations Engineers, and Systems/Operations 
Engineers/Site Reliability Engineer:   Re-
search, design, develop, and test operating 
systems-level software, compilers, and net-
work distribution software.   (http://bit.ly/
MSJobs_Service_Engineering) (http://bit.ly/
MSJobs_IT_Serv_Eng)(http://bit.ly/MSJobs_
IT_Serv_Ops)

Support Engineers / Escalation Engi-
neers:  Install, configure, support and trouble-
shoot issues related to Microsoft technologies. 
http://bit.ly/MSJobs_Support_Eng

Premier Field Engineer, SharePoint: Provide 
technical support to enterprise customers, 
partners, internal staff or others on mission 
critical issues experienced w/ Microsoft tech-
nologies.  Requires domestic travel up to 50%.  
https://jobs-microsoft.icims.com/jobs/4851/
job 

Support Escalation Engineer: Install, config-
ure, support and troubleshoot issues related 
to Microsoft technologies. Telecommuting 
permitted. https://jobs-microsoft.icims.com/
jobs/4925/job 

HOUSTON, TX
Technical Account Manager: Assure produc-
tive use of Microsoft technologies, focusing 
on delivery quality through planning & gover-
nance. Requires travel up to 25% throughout 
the U.S.   https://jobs-microsoft.icims.com/
jobs/4870/go/job

IRVINE, CA
Account Technology Strategist: Identify & 
analyze internal clients & partner business 
needs, and translate needs into business re-
quirements & value-added solutions & solution 
roadmaps. Requires travel up to 25% w/ work 
to be performed at various worksites through-
out the U.S. https://jobs-microsoft.icims.com/
jobs/4773/job

Technology Solutions Professional: Improve 
the Enterprise Mobility business metrics (reve-
nue & scorecard) through excellence in techni-
cal sales strategy & execution. Requires travel 
throughout U.S. up to 50% w/ work to be per-
formed at various unknown worksites through 
the U.S. Telecommuting permitted. https://
jobs-microsoft.icims.com/jobs/4771/job

Premier Field Engineer, SQL: Provide techni-
cal support to enterprise customers, partners, 
internal staff or others on mission critical is-
sues experienced w/ Microsoft technologies. 

Multiple job openings are available for each 
of these categories. To view detailed job de-
scriptions and minimum requirements, and 
to apply, visit the website address listed. 
EOE.
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Requires travel throughout U.S. up to 50% 
w/ work to be performed at various un-
known worksites throughout the U.S. https://
jobs-microsoft.icims.com/jobs/4801/job

LOS ANGELES, CA
Technical Account Manager: Assure produc-
tive use of Microsoft technologies, focusing 
on delivery quality through planning & gover-
nance.  Requires local travel up to 75%.  Tele-
commuting permitted. https://jobs-microsoft.
icims.com/jobs/4877/job

FORT LAUDERDALE, FL
Business Managers and Business Develop-
ment Managers/Business Development and 
Strategy Analyst Manager: Develop business 
opportunities for sales of software and ser-
vices. http://bit.ly/MSJobs_Business_Devel-
opment

Associate Architect: Translate business re-
quirements into technology requirements for 
inclusion in contracts & statement of work. 
Requires travel throughout U.S. up to 50% 
w/ work to be performed at various unknown 
worksites throughout the U.S. Telecommuting 
permitted. https://jobs-microsoft.icims.com/
jobs/4770/job

Solutions Sales Specialist, Education: En-
hance Microsoft customer relationship from 
capability development perspective by artic-
ulating value of services & solutions & identi-
fying competition gaps in targeted accounts. 
Requires travel up to 25% with work to be 
performed at various unknown worksites 
throughout the U.S. and Latin America. 

https://jobs-microsoft.icims.com/jobs/4796/
go/job

ALPHARETTA, GA
Consultant: Deliver design, planning, & im-
plementation services that provide IT solu-
tions to customers & partners. Requires trav-
el throughout U.S. up to 75% with work to be 
performed at various worksites throughout 
the U.S. https://jobs-microsoft.icims.com/
jobs/4799/consultant/job

Senior Consultant: Deliver design, planning, & 
implementation services that provide IT solu-
tions to customers & partners.  Requires dom. 
travel up to 100%.   Telecommuting permitted. 
https://jobs-microsoft.icims.com/jobs/4832/job 

CAMBRIDGE, MA
Data Scientist: Manipulate large volumes of 
data, create new and improved techniques 
and/or solutions for data collection, manage-
ment and usage. http://bit.ly/MSJobs_Data_
Applied_Science

Solution Managers:  Identify and analyze in-
ternal client and partner business needs, and 
translate needs into business requirements 
and value-added solutions and solution road-
maps. http://bit.ly/MSJobs_IT_Solution_Mgmt

Principal Solution Specialist: Identify & ana-
lyze internal client & partner business needs, 
& translate needs into business requirements 
& value-added solutions & solution road-
maps.  Requires travel up to 50% w/ work to 
be performed at various unknown worksites 
in the Boston metro area. https://jobs-micro-
soft.icims.com/jobs/4882/job

CHICAGO/DOWNERS GROVE, IL
Solutions Sales Professional/Specialist:  En-
hance the Microsoft customer relationship 
from a capability development perspective 
by articulating the value of our services and 
solutions and identifying competition gaps 
in targeted accounts. http://bit.ly/MSJobs_
Solution_Sales

Cloud Solution Architect: Architect software, 
platform, services, hardware or technology 
solutions. Requires travel up to 25% with 
work to be performed at various unknown 
worksites throughout the U.S. Telecommuting 
permitted. https://jobs-microsoft.icims.com/
jobs/4804/go/job

Solution Specialist, Platform: Enhance Mic-
rosoft customer relationship from capability 
development perspective by articulating val-
ue of services & solutions & identifying com-
petition gaps in targeted accounts. Requires 
dom. travel up to 25%. https://jobs-microsoft.
icims.com/jobs/4850/job 

COLUMBUS, OH
Senior Solution Architect: Responsible for 
the design, implementation, and release 
of programs or projects. Requires travel 
throughout the United States up to 50%. Tele-
commuting permitted. https://jobs-microsoft.
icims.com/jobs/4871/go/job

Multiple job openings are available for 
each of these categories. To view detailed 
job descriptions and minimum require-
ments, and to apply, visit the website ad-
dress listed. EOE.

SVC ARCHITECT (NY, NY & unanticip clnt 
sites thru US) Write specs for prod feat 
& dsgns & create solutns to build & dply 
processes. Dsgn, dvlp, implmnt & mnge 
auto app dplymnt strategies. Trouble-
shoot tech implementations & execute 
procedures for supporting apps. REQS: 
Bach deg or for equiv CS, Math, Engg 
(any) or rel field + 5 yrs exp in job &/or 
rel occup. Must have exp w/ archtctng, 
scoping, assessing, & implmntng CA 
Release Automation prods in client en-
vrmnt; SDLC concepts incl Agile/Scrum 
& waterfall methdologies, source cntrl 
& code rev proc; UNIX, Linux, & Wndws; 
Java/J2EE envrmnt trblshtng; App Srvrs: 
Apache, Tomcat, JBoss, WebSphere, 
WebLogic, IIS, Com+ & SharePoint & 
Integrated Dvlpmnt Envrmnts, IntelliJ, 
IDEA & Eclipse; MySQL, MSSQL, Oracle; 
Subversion, CVS, TFS, Dimensions, MKS 
Integrity; Hudson/Jenkins, Maven, Ant, 
Shell/Perl Scripts; Dsgng & implmntg 
Continuous App Dlvry Pipeline based on 
CA Release Automation prod. Freq travel 
to unanticip client sites thru the US reg. 

Wrk fr home anywhere in the US. Send re-
sume to: Althea Wilson, CA Technologies, 
One CA Plaza, Islandia, NY 11749, Refer to 
Requisition #124161

IT PROFESSIONALS: Established IT 
firm has multiple openings for IT Proj-
ect Managers, Technical Project Leads, 
Technical Team Leads, Sr. Consultant/
Software Engineers & Software Devel-
opers. Proj. Manager requires master’s 
or equiv. in Engg (any), CS, IS or related 
& 12 mos’ relevant indus exp. Proj. & 
Team Leads require Master’s or equiv. 
in Engg (any), CS, Computer Applica-
tions or related & 12 mos’ relevant indus 
exp. For Proj. Managers & Proj. & Team 
Leads, we also will accept a Bachelor’s 
or equiv. in the fields stated & 5 yrs’ pro-
gressively responsible & relevant indus 
exp. Sr. Consultant/Software Engineers 
& Software Developers require a Bach-
elor’s or equiv. in Engg (any), CS, IS or 
related & 24 mos’ relevant indus exp. All 
positions based out of Edison, NJ HQ & 

subject to relocation to various unan-
ticipated locations throughout the U.S. 
Qualified applicants mail resumes to: HR 
Manager, SYSTIME Computer Corpora-
tion (dba KPIT), 379 Thornall Street, Edi-
son, NJ 08837.

SOFTWARE DEVELOPER (Teledata Com-
munications, Islandia) (6 positions): Con-
vert detailed system design & flow charts 
into Loan Origination Software Products 
using JAVA & J2EE following MVC ar-
chitecture. Provide technical support 
by investigating & fixing defects. Com-
municate with customers to understand 
requirements & provide instructions for 
operating personnel. Perform manual & 
automating testing with junit & Selenium. 
BS in Comp Science or Electrical Eng & 
2 yrs exp req. or a Master’s in (CS or EE). 
Send res to personnel@tcicredit.com

CLOUDERA, INC. is recruiting for our New 
York, NY office: Sr. Solutions Consultant: 
Drive technical customer conversations, 
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REDMOND, WA
Business Program Managers:   Plan, initi-
ate, and manage technology and business 
projects.   http://bit.ly/MSJobs-Buss_Oper_
Prog_Mgmt

Operations Program Managers:    Plan, initi-
ate, and manage information technology (IT) 
projects.  (http://bit.ly/MSJobs_Ops_PM)

Program Managers: (All levels, including 
Leads and Managers) Coordinate program 
development of computer software appli-
cations, systems or services working with 
development and product planning teams. 
Requires Domestic and International travel 
up to 25%. (http://bit.ly/MSJobs_ProgMgr) 
(http://bit.ly/MSJobs_HW_ProgMgr)(http://
bit.ly/MSJobs_ProdQlty_Supp)(http://bit.ly/
MSJobs_IT_ProgMgr)

Program Managers: (All levels, including 
Leads and Managers)  Coordinate program 
development of computer software appli-
cations, systems or services working with 
development and product planning teams. 
(http://bit.ly/MSJobs_ProgMgr) (http://bit.
ly/MSJobs_HW_ProgMgr)(http://bit.ly/MS-
Jobs_ProdQlty_Supp)(http://bit.ly/MSJobs_
IT_ProgMgr)

Business Program Manager: Plan, initiate, 
& manage technology & business projects. 
Telecommuting Permitted. Position allows 
employee to reside anywhere in the U.S. and 
telecommute to perform work exclusively 
from home. https://jobs-microsoft.icims.
com/jobs/4875/go/job   

Business Program Managers: Plan, initiate, 
& manage technology and business projects. 
Requires dom. and intl. travel up to 25%.   
https://jobs-microsoft.icims.com/jobs/4878/
job?mode=view; https://jobs-microsoft.
icims.com/jobs/4867/go/job

Hardware Engineering Program Manag-
er: Coordinate program development of 
hardware products or systems, working w/ 
development & product planning teams. Re-
quires dom., regional & intl. travel up to 50%. 
https://jobs-microsoft.icims.com/jobs/4873/
go/job

Hardware Engineering Program Manager: 
Coordinate program development of com-
puter hardware products, working w/ engi-
neering & product sourcing teams. https://
jobs-microsoft.icims.com/jobs/4753/go/job

Program Manager, NPI: Coordinate program 
development of hardware products or sys-
tems, working w/ development & product 
planning teams. Requires dom., regional & 
intl. travel up to 50%. https://jobs-microsoft.
icims.com/jobs/4869/go/job

Sr. Program Manager: Coordinate program 
development of computer software appli-
cations, systems or services, working with 
development and product planning teams. 
Telecommuting permitted. https://jobs 
-microsoft.icims.com/jobs/5450/job

FT. LAUDERDALE, FL
Operations Program Managers: Plan, initi-
ate, and manage information technology (IT) 

projects.  (http://bit.ly/MSJobs_Ops_PM)

RENO, NV
Operations Program Managers:    Plan, initi-
ate, and manage information technology (IT) 
projects.  (http://bit.ly/MSJobs_Ops_PM)

MOUNTAIN VIEW, PALO ALTO, SUNNY-
VALE, CA
Program Managers: (All levels, including 
Leads and Managers)  Coordinate program 
development of computer software appli-
cations, systems or services working with 
development and product planning teams. 
(http://bit.ly/MSJobs_ProgMgr) (http://bit.
ly/MSJobs_HW_ProgMgr)(http://bit.ly/MS-
Jobs_ProdQlty_Supp)(http://bit.ly/MSJobs_
IT_ProgMgr)

SAN FRANCISCO, CA
Program Managers: (All levels, including 
Leads and Managers)  Coordinate program 
development of computer software appli-
cations, systems or services working with 
development and product planning teams. 
(http://bit.ly/MSJobs_ProgMgr) (http://bit.
ly/MSJobs_HW_ProgMgr)(http://bit.ly/MS-
Jobs_ProdQlty_Supp)(http://bit.ly/MSJobs_
IT_ProgMgr)

Microsoft Corporation currently has the following 
openings (job opportunities available at all levels, 
including Principal, Senior and Lead levels):

Multiple job openings are available for 
each of these categories. To view detailed 
job descriptions and minimum require-
ments, and to apply, visit the website ad-
dress listed. EOE.

understand customer requirements, & 
transfer acquired knowledge into a tech-
nical plan of action. Travel Required. Mail 
resume w/job code #36514 to: Cloudera, 
Attn.: HR, 1001 Page Mill Rd., Bldg. 2, Palo 
Alto, CA 94304.

SPLUNK INC.  has the following job 
opportunities in San Francisco, CA: 
Senior Product Specialist (Product 
Lifecycle Engineer) (REQ#9YF3N8). 
Dev prod reqs, strategy & roadmap for 
Co’s Fraud & Account Takeover prods. 
20% travel req. Software Engineer 
(REQ#9RV2RR). Design & dev new fea-
tures for Co.’s core search & analytics in-
terface. Splunk Inc. has the following job 
opportunities in Palo Alto, CA: Principal 
Software Engineer (REQ#9Z5VY9). 
Architect, design & develop Co.’s ETL 
engine, data platform, connectors, pars-
ers, & associated logic. Data Scientist 
(REQ#9Z5W24). Design & dev cloud 
infrastructure & services for threat in-
telligence. Splunk Inc. has the following 

job opportunity in Cupertino, CA: Senior 
CRM Business Analyst (REQ#9JVVGD). 
Coord with business process owners, 
ERP integration architects, & business 
reps to gather & document business 
requirements for key salesforce.com 
initiatives. Refer to Req# & mail resume 
to Splunk Inc., ATTN: J. Aldax, 250 Bran-
nan Street, San Francisco CA 94107. In-
dividuals seeking employment at Splunk 
are considered without regards to race, 
religion, color, national origin, ancestry, 
sex, gender, gender identity, gender 
expression, sexual orientation, marital 
status, age, physical or mental disabil-
ity or medical condition (except where 
physical fitness is a valid occupational 
qualification), genetic information, vet-
eran status, or any other consideration 
made unlawful by federal, state or local 
laws. To review US DOL’s EEO is The 
Law notice please visit: https://careers.
jobvite.com/Splunk/EEO_poster.pdf. To 
review Splunk’s EEO Policy Statement 
please visit: http://careers.jobvite.com/
Careers/Splunk/EEO-Policy-Statement.

pdf. Pursuant to the San Francisco Fair 
Chance Ordinance, we will consider for 
employment qualified applicants with ar-
rest and conviction records.

A S S I S T A N T / A S S O C I A T E / F U L L 
 RESEARCH PROFESSOR IN CYBER SE-
CURITY. KINDI Center For Computing 
Research / Qatar University. Qatar Uni-
versity invites applications for research 
faculty positions at all levels. Candidates 
will cultivate and lead research projects 
at the KINDI Center for Computing Re-
search in the area of Cyber Security. Qa-
tar University offers competitive benefits 
package including a 3-year renewable 
contract, tax free salary, free furnished 
accommodation, and more. Apply by 
posting your application on the QU online 
recruitment system at  careers.qu.edu.qa  
under “College of Engineering”

EXPEDIA, INC. currently has open-
ings for the following opportunities in 
our Bellevue, WA office (various/levels/
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Requires travel throughout U.S. up to 50% 
w/ work to be performed at various un-
known worksites throughout the U.S. https://
jobs-microsoft.icims.com/jobs/4801/job

LOS ANGELES, CA
Technical Account Manager: Assure produc-
tive use of Microsoft technologies, focusing 
on delivery quality through planning & gover-
nance.  Requires local travel up to 75%.  Tele-
commuting permitted. https://jobs-microsoft.
icims.com/jobs/4877/job

FORT LAUDERDALE, FL
Business Managers and Business Develop-
ment Managers/Business Development and 
Strategy Analyst Manager: Develop business 
opportunities for sales of software and ser-
vices. http://bit.ly/MSJobs_Business_Devel-
opment

Associate Architect: Translate business re-
quirements into technology requirements for 
inclusion in contracts & statement of work. 
Requires travel throughout U.S. up to 50% 
w/ work to be performed at various unknown 
worksites throughout the U.S. Telecommuting 
permitted. https://jobs-microsoft.icims.com/
jobs/4770/job

Solutions Sales Specialist, Education: En-
hance Microsoft customer relationship from 
capability development perspective by artic-
ulating value of services & solutions & identi-
fying competition gaps in targeted accounts. 
Requires travel up to 25% with work to be 
performed at various unknown worksites 
throughout the U.S. and Latin America. 

https://jobs-microsoft.icims.com/jobs/4796/
go/job

ALPHARETTA, GA
Consultant: Deliver design, planning, & im-
plementation services that provide IT solu-
tions to customers & partners. Requires trav-
el throughout U.S. up to 75% with work to be 
performed at various worksites throughout 
the U.S. https://jobs-microsoft.icims.com/
jobs/4799/consultant/job

Senior Consultant: Deliver design, planning, & 
implementation services that provide IT solu-
tions to customers & partners.  Requires dom. 
travel up to 100%.   Telecommuting permitted. 
https://jobs-microsoft.icims.com/jobs/4832/job 

CAMBRIDGE, MA
Data Scientist: Manipulate large volumes of 
data, create new and improved techniques 
and/or solutions for data collection, manage-
ment and usage. http://bit.ly/MSJobs_Data_
Applied_Science

Solution Managers:  Identify and analyze in-
ternal client and partner business needs, and 
translate needs into business requirements 
and value-added solutions and solution road-
maps. http://bit.ly/MSJobs_IT_Solution_Mgmt

Principal Solution Specialist: Identify & ana-
lyze internal client & partner business needs, 
& translate needs into business requirements 
& value-added solutions & solution road-
maps.  Requires travel up to 50% w/ work to 
be performed at various unknown worksites 
in the Boston metro area. https://jobs-micro-
soft.icims.com/jobs/4882/job

CHICAGO/DOWNERS GROVE, IL
Solutions Sales Professional/Specialist:  En-
hance the Microsoft customer relationship 
from a capability development perspective 
by articulating the value of our services and 
solutions and identifying competition gaps 
in targeted accounts. http://bit.ly/MSJobs_
Solution_Sales

Cloud Solution Architect: Architect software, 
platform, services, hardware or technology 
solutions. Requires travel up to 25% with 
work to be performed at various unknown 
worksites throughout the U.S. Telecommuting 
permitted. https://jobs-microsoft.icims.com/
jobs/4804/go/job

Solution Specialist, Platform: Enhance Mic-
rosoft customer relationship from capability 
development perspective by articulating val-
ue of services & solutions & identifying com-
petition gaps in targeted accounts. Requires 
dom. travel up to 25%. https://jobs-microsoft.
icims.com/jobs/4850/job 

COLUMBUS, OH
Senior Solution Architect: Responsible for 
the design, implementation, and release 
of programs or projects. Requires travel 
throughout the United States up to 50%. Tele-
commuting permitted. https://jobs-microsoft.
icims.com/jobs/4871/go/job

Multiple job openings are available for 
each of these categories. To view detailed 
job descriptions and minimum require-
ments, and to apply, visit the website ad-
dress listed. EOE.

SVC ARCHITECT (NY, NY & unanticip clnt 
sites thru US) Write specs for prod feat 
& dsgns & create solutns to build & dply 
processes. Dsgn, dvlp, implmnt & mnge 
auto app dplymnt strategies. Trouble-
shoot tech implementations & execute 
procedures for supporting apps. REQS: 
Bach deg or for equiv CS, Math, Engg 
(any) or rel field + 5 yrs exp in job &/or 
rel occup. Must have exp w/ archtctng, 
scoping, assessing, & implmntng CA 
Release Automation prods in client en-
vrmnt; SDLC concepts incl Agile/Scrum 
& waterfall methdologies, source cntrl 
& code rev proc; UNIX, Linux, & Wndws; 
Java/J2EE envrmnt trblshtng; App Srvrs: 
Apache, Tomcat, JBoss, WebSphere, 
WebLogic, IIS, Com+ & SharePoint & 
Integrated Dvlpmnt Envrmnts, IntelliJ, 
IDEA & Eclipse; MySQL, MSSQL, Oracle; 
Subversion, CVS, TFS, Dimensions, MKS 
Integrity; Hudson/Jenkins, Maven, Ant, 
Shell/Perl Scripts; Dsgng & implmntg 
Continuous App Dlvry Pipeline based on 
CA Release Automation prod. Freq travel 
to unanticip client sites thru the US reg. 

Wrk fr home anywhere in the US. Send re-
sume to: Althea Wilson, CA Technologies, 
One CA Plaza, Islandia, NY 11749, Refer to 
Requisition #124161

IT PROFESSIONALS: Established IT firm 
has multiple openings for IT PROJECT 
MANAGERS, TECHNICAL PROJECT 
LEADS, TECHNICAL TEAM LEADS, SR. 
Consultant/Software Engineers & Soft-
ware Developers. Proj. Manager requires 
Master’s or equiv. in Engg (any), CS, IS 
or related & 12 mos’ relevant indus exp. 
Proj. & Team Leads require Master’s or 
equiv. in Engg (any), CS, Computer Ap-
plications or related & 12 mos’ relevant 
indus exp. For Proj. Managers & Proj. & 
Team Leads, we also will accept a Bach-
elor’s or equiv. in the fields stated & 5 
yrs’ progressively responsible & relevant 
indus exp. Sr. Consultant/Software Engi-
neers & Software Developers require a 
Bachelor’s or equiv. in Engg (any), CS, IS 
or related & 24 mos’ relevant indus exp. 
All positions based out of Edison, NJ HQ 

& subject to relocation to various unan-
ticipated locations throughout the U.S. 
Qualified applicants mail resumes to: HR 
Manager, SYSTIME Computer Corpora-
tion (dba KPIT), 379 Thornall Street, Ed-
ison, NJ 08837.

SOFTWARE DEVELOPER (Teledata Com-
munications, Islandia) (6 positions): Con-
vert detailed system design & flow charts 
into Loan Origination Software Products 
using JAVA & J2EE following MVC ar-
chitecture. Provide technical support 
by investigating & fixing defects. Com-
municate with customers to understand 
requirements & provide instructions for 
operating personnel. Perform manual & 
automating testing with junit & Selenium. 
BS in Comp Science or Electrical Eng & 
2 yrs exp req. or a Master’s in (CS or EE). 
Send res to personnel@tcicredit.com

CLOUDERA, INC. is recruiting for our New 
York, NY office: Sr. Solutions Consultant: 
Drive technical customer conversations, 



62	 ComputingEdge� April 2016
110 C O M P U T E R    W W W . C O M P U T E R . O R G / C O M P U T E R

CAREER OPPORTUNITIES

REDMOND, WA
Research Software Development Engi-
neers (all levels):  Responsible for conduct-
ing applied research into new products 
and services through software engineering 
techniques. http://bit.ly/MSJobs_Research_
Software_Engineer

Software Engineers and Software Devel-
opment Engineers in Test (all levels, in-
cluding Leads and Managers): Responsible 
for developing or testing computer software 
applications, systems or services. Requires 
domestic and international travel up to 
25%.   (http://bit.ly/MSJobs_SDE) (http://bit.
ly/MSJobs_IT_SDE) 

Software Engineers and Software Develop-
ment Engineers in Test (all levels, including 
Leads and Managers): Responsible for de-
veloping or testing computer software ap-
plications, systems or services. (http://bit.ly/
MSJobs_SDE) (http://bit.ly/MSJobs_IT_SDE) 

Embedded Software Engineer: Design, im-
plement & test embedded computer software 
that adds strategic value to the company. Re-
quires dom. and intl. travel up to 25%. https://
jobs-microsoft.icims.com/jobs/4843/job

Senior Software Development Engineer: Re-
sponsible for developing or testing computer 
software applications, systems or services. 
Requires travel throughout the U.S. up to 
25% w/ work to be performed at various un-

known worksites throughout the U.S. https://
jobs-microsoft.icims.com/jobs/4860/job

Software Engineer II: Responsible for devel-
oping or testing computer software applica-
tions, systems or services. Telecommuting 
Permitted. Position allows employee to reside 
anywhere in the U.S. & telecommute to per-
form work exclusively from home.   https://
jobs-microsoft.icims.com/jobs/4868/go/job

MOUNTAIN VIEW, PALO ALTO, SUNNY-
VALE, CA
Research Software Development Engi-
neers (all levels):  Responsible for conduct-
ing applied research into new products 
and services through software engineering 
techniques. http://bit.ly/MSJobs_Research_
Software_Engineer

Software Engineers and Software Develop-
ment Engineers in Test (all levels, including 
Leads and Managers): Responsible for de-
veloping or testing computer software ap-
plications, systems or services. (http://bit.ly/
MSJobs_SDE) (http://bit.ly/MSJobs_IT_SDE) 

SAN DIEGO, CA
Sr. Software Engineers: Responsible for de-
veloping or testing computer software appli-
cations, systems or services. Requires dom. 
and intl. travel up to 100%. Telecommuting 
permitted. https://jobs-microsoft.icims.com/
jobs/4846/job; https://jobs-microsoft.icims.

com/jobs/4845/job; https://jobs-microsoft.
icims.com/jobs/4813/job

SAN FRANCISCO, CA
Software Engineers and Software Develop-
ment Engineers in Test (all levels, including 
Leads and Managers): Responsible for de-
veloping or testing computer software ap-
plications, systems or services. (http://bit.ly/
MSJobs_SDE) (http://bit.ly/MSJobs_IT_SDE) 

NEW YORK, NY
Research Software Development Engi-
neers (all levels):  Responsible for conduct-
ing applied research into new products 
and services through software engineering 
techniques. http://bit.ly/MSJobs_Research_
Software_Engineer

DURHAM, NC
Software Engineers and Software Develop-
ment Engineers in Test (all levels, including 
Leads and Managers): Responsible for de-
veloping or testing computer software ap-
plications, systems or services. (http://bit.ly/
MSJobs_SDE) (http://bit.ly/MSJobs_IT_SDE) 

Multiple job openings are available for 
each of these categories. To view detailed 
job descriptions and minimum require-
ments, and to apply, visit the website ad-
dress listed. EOE.

Microsoft Corporation currently has the following 
openings (job opportunities available at all levels, 
including Principal, Senior and Lead levels):

types:) Software Engineers: (728.SWE-
APR) Design, implement, and debug 
software for computers including algo-
rithms and data structures. Database 
Developers: (728.DBDtAPR) Coordinate 
changes to computer databases, test 
and implement the database applying 
knowledge of database management 
systems. Technical Product Managers: 
(728.TPM-APR) Gather detailed busi-
ness requirements from stakeholders 
and work closely with technology staff 
to translate requirements into functional 
designs and specifications. Technical 
Product Managers: (728.1686) Develop 
and ship large cross-functional projects 
in high scale, global internet service en-
vironment. Database Administrators: 
(728.1874) Responsible for all phases of 
database administration on production 
environment, with emphasis on perfor-
mance troubleshooting, database tuning, 
analytical problem solving and business 
customer support. Engineering Man-
agers: (728.724) Manage agile team of 
software developers and testers to cre-
ate fast, engaging, and scalable web ap-
plications that allow suppliers to interact 

with partner services. Send your resume 
to: Expedia Recruiting, 333 108th Avenue 
NE, Bellevue, WA 98004. Must reference 
position and Job & Job ID# listed above. 

HOTWIRE, INC. currently has openings 
for the following opportunities in our Bel-
levue, WA office (various/levels/types:) 
Data Scientists: (728.1344) Develop or 
apply mathematical or statistical theory 
and methods to collect, organize, inter-
pret, and summarize numerical data to 
provide usable information. Travel to 
various unanticipated sites throughout 
the U.S. required. Send your resume to: 
Hotwire/Expedia Recruiting, 333 108th 
Avenue NE, Bellevue, WA 98004. Must 
reference position and Job & Job ID# 
listed above.

EXPEDIA, INC. currently has openings 
for the following opportunities in our 
San Francisco, CA office (various/levels/
types:)  Software Engineers: (728.SWE-
APR-SF) Design, implement, and debug 
software for computers including algo-
rithms and data structures. Database De-
velopers: (728.DBD-APR-SF) Coordinate 

changes to computer databases, test and 
implement the database applying knowl-
edge of database management systems. 
Technical Product Managers: (728.TPM-
APR-SF) Gather detailed business re-
quirements from stakeholders and work 
closely with technology staff to translate 
requirements into functional designs and 
specifications. Send your resume to: Ex-
pedia Recruiting, 333 108th Avenue NE, 
Bellevue, WA 98004. Must reference po-
sition and Job & Job ID# listed above.

HOTWIRE, INC. currently has open-
ings for the following opportunities in 
our San Francisco, CA office (various/
levels/types:) Software Engineers: (728.
SWE-APR-HW) Design, implement, and 
debug software for computers including 
algorithms and data structures. Technical 
Product Managers: (728.TPM-APR-HW) 
Gather detailed business requirements 
from stakeholders and work closely 
with technology staff to translate re-
quirements into functional designs and 
specifications. Technical Product Man-
agers: (728.1510) Work closely with de-
velopment and test (on/offshore) teams 
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Institute of Computing Technology,  
Chinese Academy of Sciences Faculty Positions

The Institute of Computing Technology 
of the Chinese Academy of Sciences 
(hereafter ICT) is the cradle for China’s 
computer profession, having spun off 
many academic institutions and hi-tech 
companies. They include the Institute 
of Microelectronics, Computing Center, 
Institute of Software Computer Network 
Information Center, all of the Chinese 
Academy of Sciences, as well as hi-tech 
companies such as Lenovo and Dawning.

ICT holds firmly to the new-era guidelines of 
the Chinese Academy of Sciences, focusing 
on fundamental, strategic and advanced 
research. It aims to becoming a leader in 
computing technology, being concerned with 
the national interest and people’s livelihood, 
and leading Chinese IT industry.

For more information, visit www.ict.ac.cn.

ICT is seeking candidates for faculty position 
in Computing technology areas—including 
but not limited to high performance 
computer, Big data and social computing, 
Computer architecture, New computer 
system, Integrated circuit design, Compiling 
and programming, Intelligent perception 

calculation, Multidisciplinary researches on 
life science and social science, Intelligent 
information processing.

Qualifications: 

Ph. D in Computer Science/ Engineering, 
Electrical Engineering, Communication, or 
closely related field;

Compensation and Benefits:

1) The salary and benefit package are highly 
competitive, commensurate with experience 
and academic accomplishment.

2) The candidates with strong background 
are eligible for applying for“1,000 Talents 
Plan(China)”“100 Talents Program(CAS)”.

Application Materials:

CV; supporting documents such as certifying 
your highest degree, academic achievement/
awards, and the current employment etc; 3 
representative papers.

Contact information

hr@ict.ac.cn, Phone:86-10-62601207

to design technical solutions and pro-
vide detailed specifications that satisfy 
scalability, reliability, and performance 
goals. Managers, Software Engineering 
(728.868) Manage Agile software devel-
opment phases of initiatives across Hot-
wire’s travel platform. Specifically, ensure 
proper technical design of applications 
and quality standards are upheld. Send 
your resume to: Hotwire/Expedia Recruit-
ing, 333 108th Avenue NE, Bellevue, WA 
98004. Must reference position and Job 
& Job ID# listed above. 

CARRENTALS.COM, INC. currently has 
openings for the following opportunities 
in our San Francisco, CA office (various/
levels/types:)  Software Engineers: (728.
SWE-APR-CAR) Design, implement, and 
debug software for computers including 
algorithms and data structures. Send 
your resume to: CarRentals/Expedia Re-
cruiting, 333 108th Avenue NE, Bellevue, 
WA 98004. Must reference position and 
Job & Job ID# listed above.

ORBITZ WORLDWIDE LLC currently has 
openings for the following opportunities 
in our Chicago, IL office (various/levels/
types:) Software Engineers: (728.SWE-
APR-ORB) Design, implement, and debug 
software for computers including algo-
rithms and data structures. Send your re-
sume to: Orbitz/Expedia Recruiting, 333 
108th Avenue NE, Bellevue, WA 98004. 
Must reference position and Job & Job 
ID# listed above. 

COMPUTERS: TECH MAHINDRA 
(AMERICAS) INC. is seeking to fill numer-
ous IT positions. Prgrm Mgrs to oversee 
& manage mult. IT projects, proj. plan-
ning, dvlpmnt, implementation, acct & 
delivery mgmt; Proj. mgrs to oversee & 
manage IT teams w/dvlpmnt of various 
sftwre apps. Sys. Analyst/Programmers/ 
Quality & Tech Architect/ Tech Solutions 
Architect /Quality Engg /Test Eng/ Sftwre 
Eng. / sftwre Developer / Systems Ad-
min/DBAs/DB Architect /Network Engr/
Network Admin/ to analyze, design, dvlp, 
test & maintain comp software apps, sys-
tems, databases, or networks through all 
phases of sftwre dvlpmt life cycle (Sftwre 
Eng. may also lead a team on various 
projects); Telecom solutions Architect / 
Application Architects/Electrical Eng to 
use various technologies to dsgn & dvlop 
telecom software apps. Mech. Eng (CAD/
CAM) to design, develop, validate & per-
form structural calculations, product im-
provement, & provide tech. support to 
design teams at high levels utilizing spe-
cific mech. tools. Sales Eng/Bus. Analyst/ 
Mgmt Analyst for solutions/pre-sales ac-
tivities w/relev. industry experience. IT 
Bus. Dev. Mgrs to create new business, 
negotiate contracts & dvlp proposals 

for customized IT solutions. Rel. Mgrs to 
manage/outsource commercial IT/Eng. 
deals, monitor & maintain existing accts. 
All Tech/Mgrial. positions require a MS or 
BS degree or foreign equiv. in CS, Comp 
Apps, CIS, IT, Eng, Bus mgmt/admin or 
closely related fields and relevant indus-
try exp. Sales/Rel.Mgrs. require a MS or 
BS degree or foreign equiv. in Bus. Ad-
min, Eng. or closely related field & relev. 
Industry exp. Positions are based out 
of corp. HQ in 4965 Preston Park Blvd, 
# 500, Plano, TX 75093 & subject to 
travel & relocation to client sites located 
throughout the U.S. Mail resume & posi-
tion applied for w/JOB CODE: 04IE16 to 
Visa Cell, Tech Mahindra (Americas) Inc., 
1001 Durham Avenue, Suite 101, South 
Plainfield NJ 07080

MANAGER. Job location: Miami, FL & 
any other unanticipated locations in U.S. 
Travel Required. Duties: Lead Oracle 
DRM implement. to support Lawson ERP 
with Hyperion Financial Mgmt., EPM Ar-
chitect & Essbase. Architect Oracle DRM 
solutions to define & support master data 
mgmt.. & governance process for clients. 
Design & develop integrations between 
ERP systems incl. Lawson, Oracle, EBS, 
PeopleSoft, Business Intelligence Appls. 

CLASSIFIED LINE AD SUBMISSION DE-
TAILS: Rates are $425.00 per column inch 
($640 minimum). Eight lines per column 
inch and average five typeset words per 
line. Send copy at least one month prior 
to publication date to: Debbie Sims, Clas-
sified Advertising, Computer Magazine, 
10662 Los Vaqueros Circle, Los Alamitos, 
CA 90720; (714) 816-2138; fax (714) 821-
4010. Email: dsims@computer.org.

In order to conform to the Age Discrimina-
tion in Employment Act and to discourage 
age discrimination, Computer may reject 
any advertisement containing any of these 
phrases or similar ones: “…recent college 
grads…,” “…1–4 years maximum experi-
ence…,” “…up to 5 years experience,” or 
“…10 years maximum experience.” Com-
puter reserves the right to append to any 
advertisement without specific notice to 
the advertiser. Experience ranges are sug-
gested minimum requirements, not max-
imums. Computer assumes that since ad-
vertisers have been notified of this policy 
in advance, they agree that any experience 
requirements, whether stated as ranges or 
otherwise, will be construed by the reader 
as minimum requirements only. Computer 
encourages employers to offer salaries 
that are competitive, but occasionally a 
salary may be offered that is significantly 
below currently acceptable levels. In such 
cases the reader may wish to inquire of 
the employer whether extenuating circum-
stances apply.
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REDMOND, WA
Research Software Development Engi-
neers (all levels):  Responsible for conduct-
ing applied research into new products 
and services through software engineering 
techniques. http://bit.ly/MSJobs_Research_
Software_Engineer

Software Engineers and Software Devel-
opment Engineers in Test (all levels, in-
cluding Leads and Managers): Responsible 
for developing or testing computer software 
applications, systems or services. Requires 
domestic and international travel up to 
25%.   (http://bit.ly/MSJobs_SDE) (http://bit.
ly/MSJobs_IT_SDE) 

Software Engineers and Software Develop-
ment Engineers in Test (all levels, including 
Leads and Managers): Responsible for de-
veloping or testing computer software ap-
plications, systems or services. (http://bit.ly/
MSJobs_SDE) (http://bit.ly/MSJobs_IT_SDE) 

Embedded Software Engineer: Design, im-
plement & test embedded computer software 
that adds strategic value to the company. Re-
quires dom. and intl. travel up to 25%. https://
jobs-microsoft.icims.com/jobs/4843/job

Senior Software Development Engineer: Re-
sponsible for developing or testing computer 
software applications, systems or services. 
Requires travel throughout the U.S. up to 
25% w/ work to be performed at various un-

known worksites throughout the U.S. https://
jobs-microsoft.icims.com/jobs/4860/job

Software Engineer II: Responsible for devel-
oping or testing computer software applica-
tions, systems or services. Telecommuting 
Permitted. Position allows employee to reside 
anywhere in the U.S. & telecommute to per-
form work exclusively from home.   https://
jobs-microsoft.icims.com/jobs/4868/go/job

MOUNTAIN VIEW, PALO ALTO, SUNNY-
VALE, CA
Research Software Development Engi-
neers (all levels):  Responsible for conduct-
ing applied research into new products 
and services through software engineering 
techniques. http://bit.ly/MSJobs_Research_
Software_Engineer

Software Engineers and Software Develop-
ment Engineers in Test (all levels, including 
Leads and Managers): Responsible for de-
veloping or testing computer software ap-
plications, systems or services. (http://bit.ly/
MSJobs_SDE) (http://bit.ly/MSJobs_IT_SDE) 

SAN DIEGO, CA
Sr. Software Engineers: Responsible for de-
veloping or testing computer software appli-
cations, systems or services. Requires dom. 
and intl. travel up to 100%. Telecommuting 
permitted. https://jobs-microsoft.icims.com/
jobs/4846/job; https://jobs-microsoft.icims.

com/jobs/4845/job; https://jobs-microsoft.
icims.com/jobs/4813/job

SAN FRANCISCO, CA
Software Engineers and Software Develop-
ment Engineers in Test (all levels, including 
Leads and Managers): Responsible for de-
veloping or testing computer software ap-
plications, systems or services. (http://bit.ly/
MSJobs_SDE) (http://bit.ly/MSJobs_IT_SDE) 

NEW YORK, NY
Research Software Development Engi-
neers (all levels):  Responsible for conduct-
ing applied research into new products 
and services through software engineering 
techniques. http://bit.ly/MSJobs_Research_
Software_Engineer

DURHAM, NC
Software Engineers and Software Develop-
ment Engineers in Test (all levels, including 
Leads and Managers): Responsible for de-
veloping or testing computer software ap-
plications, systems or services. (http://bit.ly/
MSJobs_SDE) (http://bit.ly/MSJobs_IT_SDE) 

Multiple job openings are available for 
each of these categories. To view detailed 
job descriptions and minimum require-
ments, and to apply, visit the website ad-
dress listed. EOE.

Microsoft Corporation currently has the following 
openings (job opportunities available at all levels, 
including Principal, Senior and Lead levels):

types:) Software Engineers: (728.SWE-
APR) Design, implement, and debug 
software for computers including algo-
rithms and data structures. Database 
Developers: (728.DBDtAPR) Coordinate 
changes to computer databases, test 
and implement the database applying 
knowledge of database management 
systems. Technical Product Managers: 
(728.TPM-APR) Gather detailed busi-
ness requirements from stakeholders 
and work closely with technology staff 
to translate requirements into functional 
designs and specifications. Technical 
Product Managers: (728.1686) Develop 
and ship large cross-functional projects 
in high scale, global internet service en-
vironment. Database Administrators: 
(728.1874) Responsible for all phases of 
database administration on production 
environment, with emphasis on perfor-
mance troubleshooting, database tuning, 
analytical problem solving and business 
customer support. Engineering Man-
agers: (728.724) Manage agile team of 
software developers and testers to cre-
ate fast, engaging, and scalable web ap-
plications that allow suppliers to interact 

with partner services. Send your resume 
to: Expedia Recruiting, 333 108th Avenue 
NE, Bellevue, WA 98004. Must reference 
position and Job & Job ID# listed above. 

HOTWIRE, INC. currently has openings 
for the following opportunities in our Bel-
levue, WA office (various/levels/types:) 
Data Scientists: (728.1344) Develop or 
apply mathematical or statistical theory 
and methods to collect, organize, inter-
pret, and summarize numerical data to 
provide usable information. Travel to 
various unanticipated sites throughout 
the U.S. required. Send your resume to: 
Hotwire/Expedia Recruiting, 333 108th 
Avenue NE, Bellevue, WA 98004. Must 
reference position and Job & Job ID# 
listed above.

EXPEDIA, INC. currently has openings 
for the following opportunities in our 
San Francisco, CA office (various/levels/
types:)  Software Engineers: (728.SWE-
APR-SF) Design, implement, and debug 
software for computers including algo-
rithms and data structures. Database De-
velopers: (728.DBD-APR-SF) Coordinate 

changes to computer databases, test and 
implement the database applying knowl-
edge of database management systems. 
Technical Product Managers: (728.TPM-
APR-SF) Gather detailed business re-
quirements from stakeholders and work 
closely with technology staff to translate 
requirements into functional designs and 
specifications. Send your resume to: Ex-
pedia Recruiting, 333 108th Avenue NE, 
Bellevue, WA 98004. Must reference po-
sition and Job & Job ID# listed above.

HOTWIRE, INC. currently has open-
ings for the following opportunities in 
our San Francisco, CA office (various/
levels/types:) Software Engineers: (728.
SWE-APR-HW) Design, implement, and 
debug software for computers including 
algorithms and data structures. Technical 
Product Managers: (728.TPM-APR-HW) 
Gather detailed business requirements 
from stakeholders and work closely 
with technology staff to translate re-
quirements into functional designs and 
specifications. Technical Product Man-
agers: (728.1510) Work closely with de-
velopment and test (on/offshore) teams 
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Incl. OBIEE, Essbase, Hyperion Planning, 
Hyperion Financial Mgmt. & DRM to man-
age & govern complete Chart of Accounts 
& reporting. Develop, design, build & 
support all DRM objects & integrations 
on Windows & Unix environ. using Ora-
cle database & MS SQL Server. Requires: 
Master’s degree in Comp. Sci, Bus. Adm., 
Eng. or related field & 3 yrs. exp. in job 
offered or 3 yrs. exp. as a Consultant or 
Systems Analyst. Will accept B.S. (or for-
eign equiv.) & 5 yrs. exp. in the comp. ind. 
in lieu of M.S. & 3 yrs. exp. Concurrent 
exp. must incl.: 3 yrs. exp. with Hyperion 
DRM & Essbase & 1 yr. exp. leading Ora-
cle DRM implementations. Send resume 
(no calls) to: Michelle Ramirez, The Hack-
ett Group, Inc., 1001 Brickell Bay Dr., Suite 
3000, Miami, FL 33131.

DATA WAREHOUSE DESIGNERS MULTI-
PLE POSITIONS AVAILABLE IN ENFIELD, 
CT. Analyze and translate complex de-
signs into unit tested and maintainable 
code. Design components of an appli-
cation, the overall operating system, or 
complex sub-systems such as sophisti-
cated file management routines. Design 
and develop new features and applica-
tions using Data Warehouse and Extract 

Transform and Load (ETL) tools includ-
ing Teradata, Informatica, and Software 
Development Life Cycle (SDLC). Apply: 
L Sawtelle, Massachusetts Mutual Life 
Insurance Company, 1295 State Street, 
Springfield, MA 01111; Please Reference 
Job ID: 708202200

ELECTRICAL GEODESICS, INC. seeks to 
hire a Global Support Scientist for its of-
fice in Eugene, Oregon. Define Software 
Requirement Statements in biotechnol-
ogy, including EGI technology; commu-
nicate research findings and present on 
EGI products; analyze technology needs; 
provide input to improve EGI’s biotech-
nology. Mail resume to: Electrical Geode-
sics, Inc., 500 E. 4th Avenue, Suite 200, 
Eugene, OR 97401. Attn: Carrie Baltzer

MANAGER.  Job location:  Miami, FL & 
any other unanticipated locations in U.S. 
Travel Required. Duties:  Manage client 
engagements incl. creating work plans 
detailing project tasks, milestones, du-
ration, & resource allocation for financial 
services clients using MS Project. De-
velop effort estimations for project tasks 
using WBS (work breakdown structure), 
& size based estimation approaches. 

Oracle America, Inc.
has openings for

TECHNICAL
ANALYST

 positions in Lehi, UT.

Job duties include: Analyze user require-
ments to develop, implement, and/or 
support Oracle’s global infrastructure. As a 
member of the IT organization, assist with 
the design, development, modifications, 
debugging, and evaluation of programs 
for use in internal systems within a 
specific function area.  

Apply by e-mailing resume to 
paul.merideth@oracle.com, 

referencing 385.19389. 
Oracle supports workforce diversity.

TECHNICAL

LinkedIn Corp. 
has openings in our 

Mtn View, CA location for: 

Senior Information 
Security Manager 

(6597.980) 
Lead a team that is responsible for protecting 
infrastructure, applications, & members — 
specifically identifying new vulnerabilities & 
responding to existing vulnerabilities within 
the organization. 

LinkedIn Corp. has openings in our 
San Francisco, CA location for: 

Senior Software Engineer 
(6597.1602) 

Design, develop & integrate cutting-edge 
software technologies.
 
Please email resume to:  6597@linkedin.com. 
Must ref. job code above when applying.

TECHNOLOGY

Coord. with offsite & onsite teams int’l 
for delivering IT services. Interface  with 
clients for solution implement. activities 
incl. leading requirements definition us-
ing tools such as PowerPoint & Excel, & 
testing & defect mgmt. activities using 
tools such as Qual. Ctr., Windows Test 
Tech. (WTT), & Product Studio. Create 
process flow diagrams with MS Visio for 
documenting current state processes & 
showing future state recommends. An-
alyze opps. for optimizing IT cost by re-
viewing oper.  processes & related appls. 
Present recommends. & related  road-
maps using tools such as Excel, Power-
Point & Visio.  Requires:  Master’s degree 
in Comp. Sci, Bus. Adm., Eng. or related 
field & 3 yrs. exp. in job offered or 3 yrs. 
exp. as a Sr. Consultant, Software Eng., 
Prog/Analyst or Specialist.  Will accept 
B.S. (or foreign equiv.) & 5 yrs. exp. in 
the comp. ind. in lieu of M.S. & 3 yrs. exp. 
Concurrent exp. must incl.: 3 yrs. exp. cre-
ating process flow diagrams with MS Vi-
sio; 3 yrs. exp. presenting recommends. & 
roadmaps; & 3 yrs. exp. using WBS, WTT 
& Product Studio.  Send resume (no calls) 
to: Michelle Ramirez, The Hackett Group, 
Inc., 1001 Brickell Bay Dr., Suite 3000, Mi-
ami, FL  33131

Oracle America, Inc.
has openings for

TECHNICAL
ANALYST
 positions in Lehi, UT.

Job duties include: Analyze user 
requirements to develop, imple-
ment, and/or support Oracle’s global 
infrastructure. 

Apply by e-mailing resume to 
d u s t i n . h a l l i d ay @ o ra c l e . co m , 
referencing 385.19774. 

Oracle supports workforce diversity.

TECHNICAL
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Ericsson Inc. has open-
ings for positions of: 

ENGINEER – SOFTWARE _ in 
ACTON, MA to be responsi-
ble for next generation video 
delivery systems & deliver 
key technology to enable 
Ericsson’s next generation 
video platform. Job ID: 16-
MA-3494.

TECHNICAL SUPPORT ENGI-
NEER _ in ATLANTA, GA to 
be responsible for managing 
TIBCO environment including 
micro-agents & developing 
rules to manage the system. 
Requires 10% domestic trav-
el. Job ID: 16-GA-3624.

ENGINEER-SERVICES SOFT-
WARE _ in BELLEVUE, WA 
to perform customer solution 
requirements analysis & trans-
late into detailed software 
requirements. Up to 50% 
domestic or international 
travel required. Job ID: 16-
WA-3706.

BUSINESS SOLUTIONS AN-
ALYST _ in DULUTH, GA to 
build functional requirements, 
own the change management 
and integrity including full 
requirements traceability and 
approval. Requires up to 50% 
domestic and/or international 
travel. Job ID: 16-GA-3670.

ENGINEER – SOFTWARE _ in 
EL SEGUNDO, CA to develop 
and maintain software by 
designing, implementing, 
testing, and integration. Up 
to 20% domestic/ internation-
al travel is required. Job ID: 
16-CA-2912.

ENGINEER – SOFTWARE 
_ in EL SEGUNDO, CA to 
design, configure, install & 
implement networks. Up to 
20% domestic/international 
travel required; rotate on-call 
duty to provide 24/7 product 
support to customer. Job ID: 
16-CA-2882.

ENGINEER – QA _ in EL 
SEGUNDO, CA to synthesize 
data & present conclusions 
that influence feature teams 
to solve defects and meet 
quality targets. Job ID: 16-
CA-2523.

SERVICE DELIVERY MANAG-
ER _ in IRVINE, CA to man-
age operational relationship 
with the customer’s regional 
organization & ensure 
regional RF key performance 
indicators are achieved. Job 
ID: 16-CA-451.

INTEGRATION ENGINEER 
_ to work both in MIAMI, FL 
and SAN JUAN, PUERTO 
RICO and deliver services 
within site engineering, con-
figuration, integration, cus-
tomize software adaptation 
and support of products and 
networks in accordance with 
customer service contract. 
Job ID: 16-FL-1717.

SOLUTION ARCHITECT _ 
in OVERLAND PARK, KS to 
define architecture in multiple 
IT/OSS domains and provide 
solutions or designs based 
on the architecture. Job ID: 
16-KS-641.

PROJECT MANAGER (FIBER 
OPTICS) _ in PLANO, TX to 
manage & drive project plan-
ning & end to end delivery of 
complex fiber-optic deploy-
ments. Job ID: 16-TX-1302.

ENGINEER-SERVICES SOFT-
WARE _ in PLANO, TX to 
perform system verification 
& implementation engineer-
ing duties in the Business 
Support System & Intelligent 
Network group focusing on 
installation. Up to 20% do-
mestic travel is required. Job 
ID: 16-TX-3012.

CORE & CLOUD SOURCING 
MANAGER _ in PLANO, 
TX to develop core & cloud 
category business model 
& develop cost effective 
category strategies. Job ID: 
16-TX-1397.

PROJECT MANAGER _ 
in PLANO, TX to manage 
derived turnkey projects 
involving multiple 3rd party 
vendors & multiple stakehold-
ers from the customer side. 
Job ID: 15-TX-1715.

APPLICATIONS DEVELOPER 
_ in PLANO, TX to perform 
deployment & support func-
tions in the area of customer 
trace, application monitoring 

platforms, & customer access 
solutions. Up to 5% domestic 
travel is required. Job ID: 
16-TX-1320.

ENGINEER – SYSTEMS _ in 
Plano, TX to work with the 
design team to develop & 
maintain network service 
deployment process & cor-
responding documentation. 
Up to 30% domestic/interna-
tional travel required. Job ID: 
16-TX-3634.

CUSTOMER SOLUTIONS 
SALES MANAGER _ in 
PLANO, TX to provide expert 
business & sales support for 
selected deals & manage 
sales projects. Job ID: 16-
TX-175.

ENGINEER SERVICES 
SOFTWARE _ in PLANO, TX 
to perform software loading, 
configuration, integration, 
verification, and trouble-
shooting of existing solutions 
on a customer site or in a lab 
environment using company 
products, 3rd party, or cus-
tomized packages. Up to 33% 
domestic and/or international 
travel required. Job ID: 16-
WA-1541.

ENGINEER – SERVICES RF _ 
in PLEASANTON, CA to per-
form radio network design, 
RF tuning, optimization for 
high capacity wireless. Job 
ID: 16-CA-354.

ENGINEER-SYSTEM _ in SAN 
JOSE, CA to lead feasibility 
& architecture studies on 
software features; conduct 
reviews & ensure software 
architecture is in line with the 
system. Job ID: 16-CA-1253.

PLATFORM TEST ENGINEER 
_ in SAN JOSE, CA to per-
form functional and system 
verification of new & legacy 
features on IP platforms. Job 
ID: 16-CA-3076.

ENGINEER- SOFTWARE _ in 
SAN JOSE, CA to drive short 
term & long term test strat-
egies for ongoing/upcoming 
releases/products. Job ID: 
16-CA-3749.

TEST ENGINEER _ in SAN 
JOSE, CA to design, develop, 
& execute functional test 
plans for next-generation 
edge routing platform & 
performance benchmarking 
of the various platform func-
tions. Job ID: 16-CA-3507.

SOLUTION ARCHITECT _ 
in SAN JOSE, CA to analyze 
complex customer require-
ments and propose technical 
and competence develop-
ments solutions in new areas 
and domains required to 
enhance customer’s com-
petitive position. Up to 70% 
International Travel Required. 
Job ID: 15-CA-1490.

ENGINEER – SOFTWARE _ 
in SAN JOSE, CA to design, 
implement, & test features 
related to wireless & wireline 
networking protocols. Job ID: 
16-CA-3542.

ENGINEER – SOFTWARE _ 
in SAN JOSE, CA to plan, de-
velop, & execute system test 
plans, including syst perfor-
mance & longevity measures. 
Job ID: 16-CA-974.

ENGINEER – SOFTWARE _ in 
SAN JOSE, CA to design, de-
velop, and execute functional 
test plans for next-generation 
edge routing platform. Job 
ID: 16-CA-3179.

USER RESEARCHER _ in 
MANCHESTER, NH to ensure 
concepts and product de-
signs satisfy user needs and 
goals through research and 
the synthesis of information. 
Requires up to 5% domestic 
and/or international travel. 
Job ID: 16-NH-3425.

SOLUTION ARCHITECT _ 
in ATLANTA, GA to design, 
develop and define ser-
vice assurance solutions in 
Telecom domain. Up to 30% 
domestic and/or international 
travel is required. Job ID: 16-
GA-3159.

To apply please mail resume 
to Ericsson Inc. 6300 Legacy 
Drive, R1-C12 Plano, TX 
75024 and indicate appro-
priate Job ID.



66	 ComputingEdge� April 2016
114 C O M P U T E R    W W W . C O M P U T E R . O R G / C O M P U T E R

CAREER OPPORTUNITIES

APPLE INC. has the following job opportunities in Cupertino, CA:

Engineering
Systems Design Engineer 
(Req#9FFQVG). Perform RF para-
metric qual & req’s adherence eval on 
Apple products. Travel req’d 25%.
Operations Engineering Program 
Manager (Req#9MXLTM). Supp 
new prod dev & ensure contract 
manuf readiness for extmly high vol 
prod. Travel req’d 35% . 
SiP Strategic Sourcing & Early Engi-
neering Program Manager (Req#9F-
CR3B) Perf industry-level strat finan-
cial analysis for SiP sourcing. Travel 
30%.
Hardware Development Engineer 
(Req#9TCPHW). Des, dev, & inte-
grate cutting edge display tech for the 
iPhn/Apl Watch prod lines. 
ASIC Design Engineer 
(Req#9KYRCH). Respons for per-
form tuning, correlation, & verif for 
low-pwr high-perform microproces-
sor sys. 
Software Engineer Applications 
(Req#9TP4N2). Dev, support, and 
upkeep large scale dist. podded 
apps and servers to maintain 24/7 
availability.
Technical Support Engineer 
(Req#9CWSP5). Supp the org for 
all Eng teams (iTunes) & serve as 
the main pt of contact for emerging 
issues. 
Systems Design Engineer 
(Req#9PRMYQ) Des & dev internal 
SW tools & systems. Gather SW & 
sys reqs from HW egrs.
Hardware Development Engineer 
(Req#A3D43X). Analyze audible 
noise from products for the purpose 
of optimizing customer experience. 
Travel req 20%. 
Software Algorithm QA Engineer 
(Req#9HK2VN). Drive SW quality & 
integration for customer experience. 
Execute testing of embedded SW & 
algorithms.
Software Development Engi-
neer(Req#A6M45V) Design and de-
velop software for Siri. 
Software Development Engineer 

(Req#9F62D8) Dvlp tst case, triage, 
track issues until resolution & main-
tain & execute automtin setup.
Software Development Engineer 
(Req#9CYU7Q) Prfrm manual & au-
tomated tsting of Apple’s dvlpr tools 
SW, dsgn & implmnt tstng infrstrctre.
Systems Design Engineer 
(Req#9T66PY). Dev and opt RF auto 
sys used on Apple’s newest prod in-
cluding iPhones, iPods, iPads & oth-
ers. Travel req’d 15%.
Firmware Engineer (Req#9EW2L2). 
Dsgn & dev low level SW, drivers 
and test interfaces for Apple’s mobile 
prod. Travel req’d 20%.
Software Engineer Applications 
(Req#9MCTX3) Dsgn & Dvlp com-
plex, highly available, & scalable SW 
syss.
ASIC Design Engineer (Req#9J9P7T). 
Resp for New Product Introduction 
(NPI) and mass production needs.
Software Development Engineer 
(Req#9TNR4V) Implement test cases 
using C-based frameworks. 
Software Development Engineer 
(Req#9TEUBZ) Optimize OS SW to 
improve product battery life.  
Software Engineer Applications 
(Req#9EHVVP). Create iOS apps 
such as iTunes U, Podcasts, & iTunes 
Movie Trailers. 
Software Engineer Applications 
(Req#9Z23L6) Dsgn & dvlp innova-
tive SW for map systms. Create flows 
& sys arch.
Systems Design Engineer (Req#9FK-
MUJ) Eval the pre-release & latest iP-
hone & iPad HW/SW systms on var-
ious wireless tech. Travel req. 50%.
Software Development Engineer 
(Req#9V6V25). Des specific algrthms 
for audio apps.
Software Development Engineer 
(Req#9F4V3N). Dev, des & imple-
ment architecture for sw components.
Firmware Engineer (Req#9D64HA) 
Dsgn, dev & support diagnostic SW 
for Apple Mac dsktp & laptop prod, 
focus on GPU (Graphics Process 
Unit), TCON (Timing Controller) & 

displ panel dgnstc SW.
Software Engineer Applications 
(Req#9T73TX) Dev subscriber iden-
tify module (SIM) server sw for de-
vice activation & enablement.
Software Engineer Systems 
(Req#9LZVEK) Implement, bench-
mark, prototype, & optimize com-
puter vision algorithms.
Software Development Manager 
(Req#9E52YC). Des and dev SW for 
supporting a Comp Vision and Ma-
chine Learning proc pipeline.
Senior Network Engineer 
(Req#A4S43H) Build & main Apple’s 
Data Center Network Infrastructure.
Software Development Engineer 
(Req#9HAULX) Dvlp commnctns 
protocols btwn Maps clients & srvces
Software Engineer Applications 
(Req#A653TN) Dsng, dvlp, & sp-
prt intrnl tools & srvces that help 
measre, imprve, trck, & automte our 
dvlpmnt, tstng, & spprt.
Software Development Engineer 
(Req#9TPQH2) Dev test plans & 
perform func testing for cell featrs. 
Software Development Engineer 
(Req#A4C42A) Respon for design, 
dev, & execution of auto tests for 
perf benchmarking & stress testing of 
apps, HW, & operating sys. 
Hardware Development Engineer 
(Req#9H3U39). Design & dev touch 
HW solutions. Travel req 20%.
Software Development Engineer 
(Req#9DPUST). Dev & run auto tst 
scripts to analyze pwr consumption 
of HW & SW subsys.
Software Development Engineer 
(Req#9YV36H). Des & dev automa-
tion framewrk for the Wireless SW 
Eng team
Hardware Development Engi-
neer(Req#9GUVGH) Des & dev sol’s 
to characterize, quantify & measure 
image qual of digi camera sys’s.
Engineering Project Lead 
(Req#9E23DW) Res for SW deliv 
across multi wireless tech in supp of 
the HW manufacturing lifecycle for 
Mac, iPhone, iPad, and accessory 
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HW. Travel req’d 25%.
Software Development Engineer 
(Req#9WXRFU) Respons for app life 
cycle from prototyping to release to 
mass mrkt as well as road map & re-
lease planning of user facing app, in-
clud prototyping dsgn, dev, tstng & 
doc of custom-made solutions.
Software Engineer Systems (Req#9X-
4UAQ). Res for dvlp video codec 
firmware, drivers & algrthm for cur-
rent & future prdcts.
Software Engineer Applications 
(Req#9RU43Q). Dev new & existing 
Android apps for consumer media. 
ASIC Design Engineer (Req#-
9CYTXN). Design test logics & gen-
erate test patterns for app processors.
Software Development Engineer 
(Req#9K2NQ8). Des & dev tools, au-
tomation, and tsting infrastruct for 
iOS Accessories.
Software Development Engineer 
(Req#9ZR23U). Research, des, dev, 
impl & debug embedded SW for wire-
less ntwrking in next gen prods
Hardware Development Engineer 
(Req#9MT2B2). Des, dev, tst, & su-
pervise the manufact of high-perf 
camera lenses for mobile dev. Travel 
req 20%
Hardware Development Engineer 
(Req#9PQTW3). Des & valid opti-
cal sensor sys for consumer electronic 
products. Travel req 15%.
Software Engineer Systems (Req#9W-
9SUS) Des, dev & config netwrk’g sys 
HW and SW.
Information Systems Engineer 
(Req#9UQT58) Provide sol, sup & 
main on infrastruct of the integrat 
plat rel to supply chain logis & legal.
Product Design Engineer (Req#9QT-
SUZ). Des & dev HW interconn 
solutions.
Software Development Engineer 
(Req#9DCT5J). Contribute to cur-
rent & future app tech. 
Software Engineer Applications 
(Req#9P92GL) Build SW & systms 
to bring about infrastructure & apps 
through automation.
Network Systems Manager (Req#9D-
NUU7). Resp for network ops within 
Apple’s global data centers. 
Mechanical Design Engineer 

(Req#9A63KF) Set priorities & de-
termine risk mitigation plans using 
an understanding of techn details of 
cross-func issues & risks in mnfc-
tring. Travel req: 30%. 
Software Development Engineer 
(Req#9ZA64R) Res for the end to 
end quality of the Thai Siri exp. Pr-
frm tech device tests of Siri in Thai.
Software Quality Assurance Engineer 
(Req#9YGUBV) Tst full agile life cy-
cle SW of MS Office & iWork Cmpt-
blty for OSX, iOS, &iCloud pltfrms.
Software Development Engineer 
(Req#9N7T2Q) Contrbte & bld Ap-
ple’s future wirelss prdcts by tsting 
Bluetooth for iOS devices. Travel req 
15%.
Software Development Engineer 
(Req#9NKTDB) Resp for the sgn & 
dvlpmnt of SW for the Siri srvr pltfrm.
Engineering Project Lead 
(Req#9T2TZ5) Dev & plan review of 
proj spec’s for new maps geo-special 
feats for mobile dev’s in area of points 
of interest & businesses. 
Business Systems Analyst (Req#9JF-
PVH). Resp for complex, global ini-
tiatives in procurement & materials
Software Engineer Applications 
(Req#9QY2TG). Gather bus reqs, 
provide GAP analysis & complete 
code des and dev for the MFi App & 
the integ partners of the MFi App
Software Engineer Applications 
(Req#9Q3RZY). Des, dev, impl, & 
maintain web services for the Apple 
build team
Software Engineer Applications 
(Req#9VNPZL). Dev server SW for 
device activation & enablement.

Software Engineer Applications 
(Req#9EP3KS) Design & dev dis-
tributed sw to power iCloud apps & 
srvcs. 
Engineering Project Lead (Req#9T-
V3ZG). Work with dsign & cross 
functn team to select, evaluate & 
qualf new supplrs. Travel req’d 30%.
Software Development Engineer 
(Req#9FH2TH) Dsgn & dev a digi-
tal personal assist for mobile devices. 

Apple Inc. has  
the following  

job opportunity  
in Austin, TX:

ASIC Design Engineer 
(Req#9F7QCM) Resp for the pre-sil-
icon RTL  verifictn of to level embed-
ded graphics cores

Interested applicants must submit a portfolio that demonstrates skills required. 
Please enclose a self-addressed stamped envelope if you wish your portfolio to 
be returned. Refer to Req# & mail resume to Apple Inc., ATTN: L.J., 1 Infinite 
Loop 104-1GM, Cupertino, CA 95014. Apple is an EOE/AA m/f/disability/vets.

Apple Inc. has the following 
job opportunity in Cupertino, CA:

Production Designer (Req#9K5Q88) Compose elegant, det digital layouts for 
web, email comm, in-store interactive kiosks, and other proj with art direction 
from the IC Team. 

Refer to Req# & mail resume to 
Apple Inc., ATTN: L.J., 1 Infinite 
Loop 104-1GM, Cupertino, CA 
95014. Apple is an EOE/AA m/f/
disability/vets.
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APPLE INC. has the following job opportunities in Cupertino, CA:

Engineering
Systems Design Engineer 
(Req#9FFQVG). Perform RF para-
metric qual & req’s adherence eval on 
Apple products. Travel req’d 25%.
Operations Engineering Program 
Manager (Req#9MXLTM). Supp 
new prod dev & ensure contract 
manuf readiness for extmly high vol 
prod. Travel req’d 35% . 
SiP Strategic Sourcing & Early Engi-
neering Program Manager (Req#9F-
CR3B) Perf industry-level strat finan-
cial analysis for SiP sourcing. Travel 
30%.
Hardware Development Engineer 
(Req#9TCPHW). Des, dev, & inte-
grate cutting edge display tech for the 
iPhn/Apl Watch prod lines. 
ASIC Design Engineer 
(Req#9KYRCH). Respons for per-
form tuning, correlation, & verif for 
low-pwr high-perform microproces-
sor sys. 
Software Engineer Applications 
(Req#9TP4N2). Dev, support, and 
upkeep large scale dist. podded 
apps and servers to maintain 24/7 
availability.
Technical Support Engineer 
(Req#9CWSP5). Supp the org for 
all Eng teams (iTunes) & serve as 
the main pt of contact for emerging 
issues. 
Systems Design Engineer 
(Req#9PRMYQ) Des & dev internal 
SW tools & systems. Gather SW & 
sys reqs from HW egrs.
Hardware Development Engineer 
(Req#A3D43X). Analyze audible 
noise from products for the purpose 
of optimizing customer experience. 
Travel req 20%. 
Software Algorithm QA Engineer 
(Req#9HK2VN). Drive SW quality & 
integration for customer experience. 
Execute testing of embedded SW & 
algorithms.
Software Development Engi-
neer(Req#A6M45V) Design and de-
velop software for Siri. 
Software Development Engineer 

(Req#9F62D8) Dvlp tst case, triage, 
track issues until resolution & main-
tain & execute automtin setup.
Software Development Engineer 
(Req#9CYU7Q) Prfrm manual & au-
tomated tsting of Apple’s dvlpr tools 
SW, dsgn & implmnt tstng infrstrctre.
Systems Design Engineer 
(Req#9T66PY). Dev and opt RF auto 
sys used on Apple’s newest prod in-
cluding iPhones, iPods, iPads & oth-
ers. Travel req’d 15%.
Firmware Engineer (Req#9EW2L2). 
Dsgn & dev low level SW, drivers 
and test interfaces for Apple’s mobile 
prod. Travel req’d 20%.
Software Engineer Applications 
(Req#9MCTX3) Dsgn & Dvlp com-
plex, highly available, & scalable SW 
syss.
ASIC Design Engineer (Req#9J9P7T). 
Resp for New Product Introduction 
(NPI) and mass production needs.
Software Development Engineer 
(Req#9TNR4V) Implement test cases 
using C-based frameworks. 
Software Development Engineer 
(Req#9TEUBZ) Optimize OS SW to 
improve product battery life.  
Software Engineer Applications 
(Req#9EHVVP). Create iOS apps 
such as iTunes U, Podcasts, & iTunes 
Movie Trailers. 
Software Engineer Applications 
(Req#9Z23L6) Dsgn & dvlp innova-
tive SW for map systms. Create flows 
& sys arch.
Systems Design Engineer (Req#9FK-
MUJ) Eval the pre-release & latest iP-
hone & iPad HW/SW systms on var-
ious wireless tech. Travel req. 50%.
Software Development Engineer 
(Req#9V6V25). Des specific algrthms 
for audio apps.
Software Development Engineer 
(Req#9F4V3N). Dev, des & imple-
ment architecture for sw components.
Firmware Engineer (Req#9D64HA) 
Dsgn, dev & support diagnostic SW 
for Apple Mac dsktp & laptop prod, 
focus on GPU (Graphics Process 
Unit), TCON (Timing Controller) & 

displ panel dgnstc SW.
Software Engineer Applications 
(Req#9T73TX) Dev subscriber iden-
tify module (SIM) server sw for de-
vice activation & enablement.
Software Engineer Systems 
(Req#9LZVEK) Implement, bench-
mark, prototype, & optimize com-
puter vision algorithms.
Software Development Manager 
(Req#9E52YC). Des and dev SW for 
supporting a Comp Vision and Ma-
chine Learning proc pipeline.
Senior Network Engineer 
(Req#A4S43H) Build & main Apple’s 
Data Center Network Infrastructure.
Software Development Engineer 
(Req#9HAULX) Dvlp commnctns 
protocols btwn Maps clients & srvces
Software Engineer Applications 
(Req#A653TN) Dsng, dvlp, & sp-
prt intrnl tools & srvces that help 
measre, imprve, trck, & automte our 
dvlpmnt, tstng, & spprt.
Software Development Engineer 
(Req#9TPQH2) Dev test plans & 
perform func testing for cell featrs. 
Software Development Engineer 
(Req#A4C42A) Respon for design, 
dev, & execution of auto tests for 
perf benchmarking & stress testing of 
apps, HW, & operating sys. 
Hardware Development Engineer 
(Req#9H3U39). Design & dev touch 
HW solutions. Travel req 20%.
Software Development Engineer 
(Req#9DPUST). Dev & run auto tst 
scripts to analyze pwr consumption 
of HW & SW subsys.
Software Development Engineer 
(Req#9YV36H). Des & dev automa-
tion framewrk for the Wireless SW 
Eng team
Hardware Development Engi-
neer(Req#9GUVGH) Des & dev sol’s 
to characterize, quantify & measure 
image qual of digi camera sys’s.
Engineering Project Lead 
(Req#9E23DW) Res for SW deliv 
across multi wireless tech in supp of 
the HW manufacturing lifecycle for 
Mac, iPhone, iPad, and accessory 
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SanDisk Corporation 
has openings for the following positions in Milpitas, California: 

Design Engineers (Job code: SD-DS316): Design, develop, modify and evaluate electronic parts, components or integrated 
circuitry for electronic equipment and other hardware systems. Determine design approaches and parameters.  Device 
Engineers (Job code: SD-DV316): Design, develop, modify and evaluate digital electronic parts, components or integrated 
circuitry for digital electronic equipment and other hardware systems. Determine design approaches and parameters.  Prod-
uct Engineers (Job code: SD-PD316): Provide production support engineering for a specific product or group of products 
after transfer from design to high volume production. Interface with design, process, test and reliability engineering to solve 
problems. Firmware Engineers (Job code: SD-FW316): Analyze, design, program, debug, troubleshoot and/or modify 
software for firmware (IC embedded code) applications. Conduct programming activities involving analog and digital 
hardware and software operating systems.  Industrial & Operations Engineers (Job code: SD-IO316): Responsible for the 
development of estimated or engineering standards, optimum process layouts and methods. Respond to shifting priorities 
and business needs by identifying, developing, and promoting new technologies, methods and processes. Verification 
Engineers (Job code: SD934): Participate in the logic design and verification of memory components and develop test 
bench architecture. Systems Design Engineers (Job code: SD578): Design, define and implement complex system require-
ments for customers and prepare studies and analyze existing systems. Some travel may be required to work on projects at 
various, unanticipated sites throughout the United States. Managers I, Supply Chain Optimization (Job code: SD127): 
Responsible for design, development and implementation of supply chain process improvements and system changes. 
Verification Engineers (Job code: SD269): Perform Standard Cell Library development involving schematic development, 
verification, characterization, model development and library delivery. Software Engineers (Job code: SD69): Define, 
implement, and execute benchmark testing to meeting product requirements while working within NAND memory perfor-
mance limitations. System Design Engineers (Job code: SD213): Validate features including writing up a test plan and cross 
referencing it to individual requirements. Senior Staff Process Integration Engineers (Job code: SD467): Provide produc-
tion support engineering for NAND product after transfer from design to high volume production. Must be available to work 
on projects at various, unanticipated sites throughout the United States and abroad. Business Systems Analysts (Job code: 
SD385): Understand technology infrastructure and build workable web and mobile solutions. Some travel may be required 
to work on projects at various, unanticipated sites throughout the United States.  Technical Rotation Engineers (Job code: 
SD471): Responsible for working closely with several cross functional teams related to design, device, firmware, test, market-
ing, quality and manufacturing teams to define/develop/maintain a product test flow.
 

Positions in San Jose, California: 
Senior Software Development Engineers (Job code: SD433): Develop software for application accelerating solutions. 
May telecommute from home.

 
To apply, reference job code # & mail resume to: SanDisk Corporation, 951 SanDisk Drive, MS: HRGM, Milpitas, CA 95035. EOE

TECHNOLOGY
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Intuit Inc. 
has openings for the following positions in Santa Clara County, including 

Mountain View, California or any office within normal commuting distance:
 

Software Engineers (Job code: SW316): Apply software development practices to design, implement, and support individual 
software projects. Work on problems of moderate scope and complexity where analysis of situations or data requires a review 
of multiple factors of the overall product and service. Review product requirements and architecture to understand and imple-
ment software projects. Senior Software Engineers (Job code: SSW316): Exercise senior level knowledge in selecting meth-
ods and techniques to design, implement, modify and support a variety of software products and services to meet user or 
system specifications. Work on problems of complex scope where analysis of data requires evaluation of multiple factors of 
the overall product and service. Analyze and synthesize a variety of inputs to create software and services.  Staff Software 
Engineers (Job code: STSW316): Apply master level software engineering and industry best practices to design, implement, 
and support software products and services. Evaluate the most relevant factors and exercise independent judgement in the 
creation, design, implementation or modification of software and services. Act as a technical lead for complex projects. 
Software Engineers in Quality (Job code: SWQ316): Apply best software engineering practices to ensure quality of 
products and services by designing and implementing test strategies, test automation, and quality tools and processes. Work 
within a moderate scope, covering a range of technologies and level of complexity where analysis of situations or data requires 
a review of multiple factors to ensure quality of the overall product or service. Review product requirements and architecture 
to create and implement quality engineering requirements.  Senior Software Engineers in Quality (Job code: SSWQ316): 
Apply senior level software engineering practices and procedures to design, influence, and drive quality and testability of 
products and services. Work within complex scope, covering a range of technologies and level of complexity where analysis of 
situations or data requires a review of multiple factors to ensure quality of the overall product or service. Exercise judgment in 
application of methods and procedures to ensure quality products and services. Principals (Job code: I-266): Lead teams that 
seek to identify and realize new growth opportunities for Intuit. Define the highest-priority opportunities from an array of 
attractive options, motivate and organize direct and virtual teams to execute rigorous analysis. Product Managers (Job code: 
I-314): Design and bring to market revenue generating, customer-driven software products and services that deliver great 
customer experiences. Senior Technical Data Analysts (Job code: I-959): Leverage technical skills, business acumen, and 
creativity to extract and analyze massive data sets, build analytics-ready datasets to surface insights and key business metrics. 
Staff Applications Operations Engineers (Job code: I-1843): Support a lively and fast paced group with monthly agile 
releases. Participate in all operational aspects of Production and Pre-Production environments. Product Managers (Job code: 
I-938): Bring to market new Application Programming Interfaces (API's) based on the data in payroll. Application Operations 
Engineers (Job code: I-2151): Develop highly scalable, secure and efficient software that support critical functions of Intuit’s 
engineering operations and/or Intuit’s leading commercial software products.

 
To apply, submit resume to Intuit Inc., Attn: Olivia Sawyer, J203-6, 2800 E. Commerce Center Place, Tucson, AZ 85706. 

You must include the job code on your resume/cover letter.  Intuit supports workforce diversity.



70	 ComputingEdge� April 2016
118 C O M P U T E R    W W W . C O M P U T E R . O R G / C O M P U T E R

Intuit Inc. 
has openings for the following positions in Woodland Hills, California: 

Software Engineers in Quality (Job code: I-1081):  Apply best software engineering practices to ensure quality of products and services by designing 
and implementing test strategies, test automation, and quality tools and processes. Senior Application Operations Engineers (Job code: I-59): 
Write installation scripts or programs to promote software from development environments through test environments and into production environ-
ments, ensuring that each environment is correct and consistent. Senior Software Engineers (Job code: I-108): Exercise senior level knowledge in 
selecting methods and techniques to design, implement, modify and support a variety of software products and services to meet user or system 
specifications.  

 Positions located in San Diego, California: 
Senior Data Engineers (Job code: I-2326): Gather functional requirements, developing technical specifications, and project and test planning. Help 
to align overall strategies and reconcile competing priorities across organization. Software Engineers (Job code: I-971): Apply software development 
practices to design, implement, and support individual software projects. Staff Software Engineers in Quality (Job code: I-51):  Design and develop 
new software applications, services, features and enhancements and maintain existing software products. Staff Application Operations Engineers 
(Job code: I-419): Apply a full understanding of the business, the customer, and the solutions that a business offers to effectively design, develop, and 
implement operational capabilities, tools and processes that enable highly available, scalable & reliable customer experiences.

 Positions located in Plano, Texas: 
Senior Software Engineers in Quality (Job code: I-149): Apply senior level software engineering practices and procedures to design, influence, and 
drive quality and testability of products and services.

 
To apply, submit resume to Intuit Inc., Attn: Olivia Sawyer, J203-6, 2800 E. Commerce Center Place, Tucson, AZ 85706. 

You must include the job code on your resume/cover letter.  Intuit supports workforce diversity.

TECHNOLOGY

Help build the next generation of systems behind Facebook's products. 

Facebook, Inc. 
currently has the following openings in Menlo Park, CA (multiple openings/various levels): 

Global Support Engineering Manager (3590J) Lead & manage a local team that helps developers build engaging & social applications using Facebook 
Platform. Technical Program Manager (6387J)  Lead the development of products to support the Infrastructure Engineering org., whose responsibilities 
include the growth, management & 24x7 upkeep of the Facebook web site.  Product Specialist, Community Operations (5178J) Responsible for monitor-
ing the quality & stability of Facebook's products. Monitor & analyze user reports for feedback & bug-related trends. Product Manager  (6845J) Engage in 
product design & technical development of new products. Production Engineering Manager (5328J) Direct a team of engineers across different time 
zones to analyze & maintain Company’s service stability by documenting policies & best practices in daily, weekly, & annual-based operations. Product 
Quality Analyst  (7225J) Triage, investigate, & prioritize issues with the ads products & manage relationships with sales & support teams around product 
quality. Partner Engineer- Internet.org  (5313J) Handle technical integrations with Mobile Operators to optimize Facebook mobile user experience. 
Responsible for planning, specification, implementation, testing & roll-out of the integration plan & specify the integrations. Position requires fluency in 
Spanish or Brazilian Portuguese & international business travel to unanticipated worksites approx. 50% of time. Network Engineer (3357J) Design, deploy, 
implement, & support one of the world’s largest & most complex networks. Provision & troubleshoot lan-phy & wan-phy transport circuits. BI Platform 
Engineer (6942J) Design, maintain, & administer business intelligence platforms by extending the functionality of Facebook BI applications by integrating 
them with other internal tools & expose features as API's.

 
Facebook, Inc. currently has the following openings in Seattle, WA (multiple openings/various levels): 

Research Scientist  (2537J)   Multiple openings and various levels. Research, design, and develop new optimization algorithms and techniques to improve 
the efficiency and performance of Facebook’s platforms.

 
Mail resume to: Facebook, Inc. Attn:  SB-GIM, 1 Hacker Way, Menlo Park, CA 94025. Must reference job title & job# shown above, when applying.   
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Intuit Inc. 
has openings for the following positions in Woodland Hills, California: 

Software Engineers in Quality (Job code: I-1081):  Apply best software engineering practices to ensure quality of products and services by designing 
and implementing test strategies, test automation, and quality tools and processes. Senior Application Operations Engineers (Job code: I-59): 
Write installation scripts or programs to promote software from development environments through test environments and into production environ-
ments, ensuring that each environment is correct and consistent. Senior Software Engineers (Job code: I-108): Exercise senior level knowledge in 
selecting methods and techniques to design, implement, modify and support a variety of software products and services to meet user or system 
specifications.  

 Positions located in San Diego, California: 
Senior Data Engineers (Job code: I-2326): Gather functional requirements, developing technical specifications, and project and test planning. Help 
to align overall strategies and reconcile competing priorities across organization. Software Engineers (Job code: I-971): Apply software development 
practices to design, implement, and support individual software projects. Staff Software Engineers in Quality (Job code: I-51):  Design and develop 
new software applications, services, features and enhancements and maintain existing software products. Staff Application Operations Engineers 
(Job code: I-419): Apply a full understanding of the business, the customer, and the solutions that a business offers to effectively design, develop, and 
implement operational capabilities, tools and processes that enable highly available, scalable & reliable customer experiences.

 Positions located in Plano, Texas: 
Senior Software Engineers in Quality (Job code: I-149): Apply senior level software engineering practices and procedures to design, influence, and 
drive quality and testability of products and services.

 
To apply, submit resume to Intuit Inc., Attn: Olivia Sawyer, J203-6, 2800 E. Commerce Center Place, Tucson, AZ 85706. 

You must include the job code on your resume/cover letter.  Intuit supports workforce diversity.

TECHNOLOGY

Help build the next generation of systems behind Facebook's products. 

Facebook, Inc. 
currently has the following openings in Menlo Park, CA (multiple openings/various levels): 

Global Support Engineering Manager (3590J) Lead & manage a local team that helps developers build engaging & social applications using Facebook 
Platform. Technical Program Manager (6387J)  Lead the development of products to support the Infrastructure Engineering org., whose responsibilities 
include the growth, management & 24x7 upkeep of the Facebook web site.  Product Specialist, Community Operations (5178J) Responsible for monitor-
ing the quality & stability of Facebook's products. Monitor & analyze user reports for feedback & bug-related trends. Product Manager  (6845J) Engage in 
product design & technical development of new products. Production Engineering Manager (5328J) Direct a team of engineers across different time 
zones to analyze & maintain Company’s service stability by documenting policies & best practices in daily, weekly, & annual-based operations. Product 
Quality Analyst  (7225J) Triage, investigate, & prioritize issues with the ads products & manage relationships with sales & support teams around product 
quality. Partner Engineer- Internet.org  (5313J) Handle technical integrations with Mobile Operators to optimize Facebook mobile user experience. 
Responsible for planning, specification, implementation, testing & roll-out of the integration plan & specify the integrations. Position requires fluency in 
Spanish or Brazilian Portuguese & international business travel to unanticipated worksites approx. 50% of time. Network Engineer (3357J) Design, deploy, 
implement, & support one of the world’s largest & most complex networks. Provision & troubleshoot lan-phy & wan-phy transport circuits. BI Platform 
Engineer (6942J) Design, maintain, & administer business intelligence platforms by extending the functionality of Facebook BI applications by integrating 
them with other internal tools & expose features as API's.

 
Facebook, Inc. currently has the following openings in Seattle, WA (multiple openings/various levels): 

Research Scientist  (2537J)   Multiple openings and various levels. Research, design, and develop new optimization algorithms and techniques to improve 
the efficiency and performance of Facebook’s platforms.

 
Mail resume to: Facebook, Inc. Attn:  SB-GIM, 1 Hacker Way, Menlo Park, CA 94025. Must reference job title & job# shown above, when applying.   

 

  A P R I L  2 0 1 6  119

Oracle America, Inc.
has openings for the following positions (all levels/types) in 

San Mateo County, including Redwood Shores, CA; Alameda County, including Pleasanton, CA; San Francisco, CA; Santa Clara County, 
including Santa Clara and San Jose, CA; and other locations in the San Francisco Bay Area.  Some positions may allow for telecommuting. 

 
Database Administrators (DBA316): Provide enterprise-wide, database administration support for production systems and provide DBA services to application develop-
ment teams, including database design, database generation, coding, and database production support .

Hardware Developers (HWD316): Evaluate reliability of materials, properties and techniques used in production; plan, design and develop electronic parts, components, 
integrated circuitry, mechanical systems, equipment and packaging, optical systems and/or DSP systems.

Product Managers (PM316): Participate in all software and/or hardware product development life cycle activities. Move software products through the software product 
development cycle from design and development to implementation, testing, and/or marketing.

Software Developers (SWD316): Design, develop, troubleshoot and/or test/QA software. 

Applications Developers (APD316): Analyze, design develop, troubleshoot and debug software programs for commercial or end user applications. Write code, complete 
programming and perform testing and debugging of applications.

Technical/Programmer Analysts (CSA316): Analyze user requirements to develop, implement, and/or support Oracle’s global infrastructure. 

Consultants (TCONS316): Analyze requirements and deliver functional and technical solutions. Implement products and technologies to meet post-sale customer needs. 
Travel to various unanticipated sites throughout the U.S. required.  

Sales Consultants (TSC316): Provide presales technical/functional support to prospective customers. Design, validate and present Oracle’s software solutions to include 
product concepts and future direction. Travel to various unanticipated sites throughout the U.S. required.

Software Developers (TSWD316): Design, develop, troubleshoot and/or test/QA software. Travel to various unanticipated sites throughout the U.S. required.

Applications Developers (TAPD316): Analyze, design, develop, troubleshoot and debug software programs for commercial or end user applications. Write code, complete 
programming and perform testing and debugging of applications. Travel to various unanticipated sites throughout the U.S. required.
 

Submit resume to applicant_us@oracle.com. Must include job#. Oracle supports workforce diversity.

Oracle America, Inc.
has openings for

QA
ANALYSTS
 positions in Frisco, Texas.

Job duties include: Develop, apply and 
maintain quality standards for 
company products with adherence to 
both internal and external standards. 
Develop and execute software test 
plans. Analyze and write test standards 
and procedures. 

Apply by e-mailing resume to 
kather ine .hagedon@oracle .com, 
referencing 385.10592. Oracle supports 
workforce diversity.
 

QA ANALYSTS

Oracle America, Inc.
has openings for

SOFTWARE
DEVELOPER
 positions in Orlando, FL.

Job duties include: Analyze user require-
ments to develop, implement, and/or 
support Oracle’s global infrastructure. As 
a member of the IT organization, assist 
with the design, development, modifica-
tions, debugging, and evaluation of 
programs for use in internal systems 
within a specific function area. 

Apply by e-mailing resume to 
kiran.chivukula@oracle.com, referencing 
385.18391. Oracle supports workforce 
diversity.

SOFTWARE

Oracle America, Inc.
has openings for

SOFTWARE
DEVELOPERS

 positions in Nashua, NH.

Job duties include: 
Design, develop, troubleshoot 

and/or test/QA software. 

Apply by e-mailing resume to 
jack.wang@oracle.com  
referencing 385.15284.  

Oracle supports workforce diversity.

SOFTWARE



72	 April 2016	 Published by the IEEE Computer Society � 2469-7087/16/$33.00 © 2016 IEEE
108 Computing in Science & Engineering 1521-9615/16/$33.00 © 2016 IEEE Copublished by the IEEE CS and the AIP March/April 2016

The LasT Word

by Charles Day
American Institute of Physics
cday@aip.org

Archaeology by Internet

O
ne day in March 2007, economist Dmitry Dey was watching a Discovery Chan-
nel documentary about pyramids, mummies, and tombs at his home in Kostanay, 
a city of 217,000, in northern Kazakhstan. An enthusiast of archaeology, Dey 
speculated that long-forgotten pyramids might also have risen from the flat, empty 

steppe around Kostanay. To satisfy his curiosity, he trawled satellite imagery via Google Earth.
As New York Times reporter Ralph Blumenthal recounted in a news story he wrote 

last year, Dey didn’t find pyramids. Instead, he discovered several ancient earthworks. 
The largest—known as the Ushtogay Square—consists of 110 mounds arranged in a 
286 × 286 m2 square with diagonals connecting the corners.

Since Dey’s discovery, archaeologists have visited Ushtogay Square and other sites. 
Given the absence of human remains, the structures don’t appear to be tombs. Arti-
facts found nearby suggested to Dey a link to the nomadic Mahandzhars, who herded 
livestock in the region from 7000 BCE to 5000 BCE. However, when a technique 
known as optically stimulated luminescence was used to date a sample of mound mate-
rial, it yielded an age of 2,800 years.

Like Dey, I was curious about the earthworks. Unlike him, I turned instead to 
Google Scholar. Surprisingly, I could find just two papers that mentioned the Mahand-
zhars. Wikipedia has no entry on the culture, nor does the 3,048-page 1993 edition of 
the Columbia Encyclopedia. Yet knowing who built the earthworks wouldn’t answer the 
bigger questions of why and how they did it.

Could computation provide answers? Possibly. Google Scholar also led me to a 
preprint by Carsten Lemmen and Kai Wirtz of the Institute of Coastal Research in 
Geesthacht, Germany. The two ecosystem modelers set themselves the task of deter-
mining whether a change in climate played a significant role in the spread of farming 
to Europe, which started in the Fertile Crescent around 10,000 BCE and ended in 
Scandinavia around 3500 BCE.

As you might expect, Lemmen and Wirtz used paleoclimatological methods to 
determine the past climate. To ascertain how a network of Neolithic European tribes 
might change its socioeconomic behavior in response to changes in climate, technol-
ogy, and other factors, they used their Global Land Use and technological Evolution 
Simulator (GLUES). In the words of their paper, GLUES “mathematically resolves the 
dynamics of local human populations’ density and characteristic sociocultural traits in 
the context of a changing biogeographical environment.”

After running GLUES with the ancient European climate, Lemmen and Wirtz 
could reproduce the timing and distribution of the westward spread of farming as de-
duced from archaeological evidence. And they could do so without having to invoke 
climate change as a facilitating factor.

Now that Lemmen and Wirtz have validated their approach in Europe, it would 
be fascinating to see what they might find if they applied it to the same time period in 
Central Asia. When might one of the region’s tribes have reached the socioeconomic 
maturity to build the likes of an Ushtogay Square?

L ooking instead to humanity’s future in space, GLUES and simulators like it could 
one day be used to predict whether a modest colony established on a distant moon 

would spread and thrive or shrink and wither. 

Charles Day is Physics Today’s editor in chief. The views in this column are his own and not 
those of either Physics Today or its publisher, the American Institute of Physics.

This article originally 
appeared in 
Computing in Science & 
Engineering, vol. 18, no. 2, 
2016.



Build Your Knowledge
IEEE Internet of Things Initiative
The Internet of Things Initiative is one of IEEE’s most important ongoing 
multidisciplinary, cross-platform efforts. The Initiative’s mission is to serve 
as the gathering place for the global technical community working on the IoT 

and to provide the platform for professionals to learn, share knowledge, and collaborate on this sweeping 
convergence of technologies, markets, applications, and the Internet, and together change the world.

IEEE Internet Computing
With insightful columns and peer-reviewed feature articles on all aspects of Internet computing, 
from programming and standards to security and networking, IEEE Internet Computing is the top 
choice for industry and academic readers.

IEEE Pervasive Computing
Designed for researchers, practitioners, and educators, IEEE Pervasive Computing explores the 
role of computing in the physical world as characterized by visions such as the Internet of Things 
and ubiquitous computing.

Technical Committee on Computer Communications
Focusing on software and algorithmic aspects of computing paradigms fostered by 

open communication networks, TCCC members exchange ideas with other researchers, developers, and 
students in this fast-changing field.
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www.computer.org/edge-resources
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Rock Star SpeakersBig Data: Big Hype or Big Imperative?
BOTH.

Business departments know the promise of 
big data―and they want it! But newly minted 
data scientists can’t yet meet expectations, and 
technologies remain immature. Yes, big data is 
transforming the way we do―everything. But 
knowing that doesn’t help you decide what steps 
to take tomorrow to assure your company’s future. 

That’s why May 24 is your real-world answer. 
Come meet the experts who are grappling with and 
solving the problems you face in mining the value 
of big data. You literally can’t aff ord to miss the all 
new Rock Stars of Big Data 2016.

www.computer.org/bda
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